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Overview

Mean-Field Neural Network: 
2-layer NN formalized as an average w.r.t. neurons, which has 
the global convergence and feature learning properties.
Mean-Field Langevin dynamics: 
Noisy gradient descent for mean-field neural networks.
New propagation of chaos result (PoC): 
Convergence of mean-field Langevin dynamics in finite-particle 
setup (noisy GD) with improved particle approximation error.
Model Ensemble

Establish PoC-based ensemble method with nontrivial model 

approximation errors.
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Mean-Field Langevin Dynamics

Noisy GD is a Langevin dynamics on           to solve

Mean-field Langevin dynamics for infinite-particle setting:

where
 
MFLD solve the following problem:

 

Hence, we expect 

Question: bound on the following error (opt. + approx. errors)

 

(Improved) Propagation of Chaos

Theorem (PoC)

 
This implies POC:

Two-layer Neural Network in Mean-Field Regime

For loss function ℓ consider 𝐿2-regularized loss:

Noisy gradient descent for 𝑁-particle setting:

 

where

Understand the optimization and approximation efficiency.

Linear w.r.t.   

... ...

(mean-field limit)

(𝑁 → ∞)
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Model Optimization

Noisy gradient descent

Mean-field Langevin dynamics

(mean-field limit)
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Minimum in the mean-field limit
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Finally, interaction becomes weak

Ensemble

Low-rank matrices

Model Ensemble

Theorem (Approximation Error)

Upper bound after the training:

Application (LoRA for LMs):
This defines a population 

distribution of particles as 𝑁 → ∞.

Joint distribution of 𝑁-particles:

Decompose 𝐗 into 𝑁-particles
constructing an empirical dist. in ℝ𝑑.
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