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Ø Humanoid robots are receiving more and more attention
Ø We hope that robots can move like humans.
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Introduction

Ø Human motion is a good starting point. 
Ø Human motion is represented by keypoints and can be transferred to robots through retargeting 

methods.



Scaling Motion Generation
Ø We hope to train motion generation models that can understand human instructions 

and generate human motion. 
Ø The core problem: a lack of large-scale human motion datasets.



MotionLib

MotionLib Dataset
Ø Building the first million-scale motion generation dataset (over 1.2 million sequences, over 2.4 

million text snippets, over 1456 hours).



MotionLib

Ø Video collection: Collecting a large amount of publicly available video data and online videos.
Ø Motion reconstruction: Estimating motion from videos using motion reconstruction methods.
Ø Text annotation: Utilizing video understanding large multimodal models for fine-grained text 

annotation of motion.
Ø Further refinement: Utilizing an RL policy for motion refinement, using GPT-4o for text quality 

assessment.



MotionBook
MotionBook Motion Encoding 
Ø Objective: To address the issues of inefficient and information-losing motion representation.
Ø Motion Representation: Uses the lossless and compact SMPL-d135 model.
Ø 2D-LFQ Discretization:

Ø Structuring: Temporal motion data (a short sequence of continuous actions) is reorganized into a 2D 
image format (Time x Feature), preserving spatiotemporal continuity.

Ø Compression and Quantization: An encoder compresses this "image" into a d-dimensional feature vector 
z. We apply sign quantization to each dimension of z: +1 for positive, -1 for negative/zero.

Ø Codebook Construction: This maps motion to a sequence of d values (+1/-1), implicitly creating a 2^d 
combination motion codebook for efficient, compact representation.



Large Motion Model

Motion Generation Model Framework (Being-M0)
Ø Architecture: Built upon a pre-trained Large Language 

Model (LLM) of the decoder-only type (e.g., GPT-2, 
LLaMA).

Ø Integration: The discrete motion tokens generated by 
2D-LFQ are directly added to the LLM's vocabulary. 
Special tokens <mot> and </mot> are used to mark 
the start and end of the motion sequences.

Ø Pre-training: Continued pre-training on a large 
amount of text-motion data results in a powerful 
Large Motion Model.



Experiment
Scaling Laws
Ø Larger Models Are Better: Increasing model parameters (i.e., model size) leads to a stable 

improvement in performance (e.g., LLaMA-13B outperforms 7B, and 7B outperforms GPT-2).
Ø More Data Is Better: Increasing the amount of data (i.e., training data size) significantly 

improves performance.
Ø First Verification: This is the first systematic demonstration that "scaling laws" also apply to 

the field of motion generation.



Experiment

Ø The state-of-the-art in motion generation. Ø More data leads to stronger OOD 
generalization capability.

Motion Generation



Experiment

Motion Tokenizer
Ø Our designed motion tokenizer method achieves better performance 

and less information loss when processing larger-scale datasets.
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