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Code Auditing in LLM Era

• Writing coding is easy. High code quality is what matters.

• Code auditing for code quality improvement

        
        

  
                       

          

          

Analyze compiler IR

• Rely on build

• Difficult to customize

Audit via prompting

• Build-free

• Easy to customize

Traditional code auditor LLM-driven code auditor



LLMs are NOT Silver Bullets

Challenge: Non-linear contexts underlying programs exacerbate LLM hallucinations,
potentially causing many FPs/FNs

• Non-linear contexts: Control-flow graph, data-flow graph, call graph, etc

Preliminary Study

• Select 100 buggy functions before and after fixes

• Apply LLMs for bug detection

• Precision: ~30%

Even worse in repo-level code auditing

• Even lower precision and recall due to non-linearity of call graph

• Potential huge overhead in scanning the repository



Auditing Code Repository as Human

Memory

• A single function is more linear than the whole repository

• Memorize data flows in single functions

Planning

• Start from functions containing sources (i.e., faulty values)

• Search for sinks (i.e., dangerous operands) by exploring callers/callees on demand for
better scalability

Tool using

• Value retrieval: Sources, sinks

• Function retrieval: Callers/callees



Workflow of RepoAudit

Design an agent by mimicking the process of manual code auditing

• Divide-and-conquer: Analyze code repository function-by-function

• Explore code repository in a demand-driven fashion

• Interpret single functions and validate data-flow path with neuro-symbolic analysis

MemoryExplorer

Initiator

Validator Bug Reports
Program

Parser LLM

Bug
Definition



Empirical Results with Claude-3.5-Sonnet 

• High precision: 78.43%

• High recall: Detect all the existing bugs

• High efficiency: 0.44 hours and $2.54 per project on average



Comparison with Different Auditing Tools

Feature RepoAudit GitHub 
CodeQL Meta Infer Amazon 

CodeGuru Cursor

Method Neuro-symbolic Symbolic Symbolic Neuro-symbolic Neural

Detection 
Ability High Medium Low Medium Medium

Accuracy High Medium High Low Low

Multi-lingual High Partial Low Partial High

Build-free Yes Partial No Yes Yes



Real-world Impact

• 185 zero-day vulnerabilities in high-profile open-source projects

• 95 bugs confirmed and 79 bugs fixed

• Seven zero-days in DARAPA AIxCC Ngnix Challenge

• Invited talks in RSAC 2025 and GitHub CodeQL team

Advances in AI-Powered Code Security: Next-Level Bug Detection. GitHub talk, https://www.youtube.com/watch?v=nOS56VC0FTQ

https://www.youtube.com/watch?v=nOS56VC0FTQ




                      

Advancing Code Auditing with LLMs

Star us on GitHub and explore more on our website
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