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Interpolation regime
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Marginal Loss Across Features

Gap due to Modality 
Collapse

Interpolation regime
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Distillation Frees Up Rank Bottlenecks
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Distillation Frees Up Rank Bottlenecks

Visual Sources: Image – MNIST, Audio Spectrogram – Wikipedia

Audio Spectrogram

Image “5”

• Fusion head neuron 
corresponding to the 
student has fewer 
components along the 
other modalities.

• The student can function 
independently in absence 
of the teacher.



The Distillation Denoising Conjecture

Modality 1 Modality 2 Modality 3 Modality 4

𝑤1 𝑤2 𝑤3 𝑤4

• Knowledge distillation allows the 
representation of the noise-
components of the teacher 
modalities as a transformed 
version of the student noise:

• This eliminates the need for 
encoding noisy features from 
every modality in the neurons 
encoding the student modality.

𝑚𝑡 ො𝜂 = 𝜙𝑡(𝑚𝑠 ො𝜂)

𝑤1
𝑤3

𝑤4

𝑤2

𝑚𝑡 Ƹ𝜂: Teacher noise; 𝑚𝑠 Ƹ𝜂: Student noise; 𝜙𝑡: Transformation function learned via distillation

29

Predictive  Noisy



𝜖

Joint basis 
(effective rank = 1 + 𝜖)

Modality 1 (rank = 1)

Modality 2 (rank = 2)

Pre-fusion Fusion

Modality 1 (rank = 1)

Modality 2 (rank = 3)

Pre-fusion

Joint basis 
(effective rank = 3)

(a) Cross-Modal Interference due to Rank Bottleneck (b) Rank Bottleneck Free-up via Basis Reallocation

Fusion

Putting Things Together
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Putting Things Together
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Explicit Basis Reallocation
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Explicit Basis Reallocation
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Explicit Basis Reallocation

• Being able to reconstruct the input from 
the latent while minimizing the task loss 
in the latent space implies that:

1. The latent encodes the causal 
factors.

2. The reconstruction head 
implements the causal 
mechanisms.

෍𝐿(𝑧𝑡𝑎𝑠𝑘 , 𝑦) 

MLP 
Heads

MLP 
Heads

MLP 
Heads

Related Literature: Parascandolo et al., Learning Independent Causal Mechanisms, ICML 2018.
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• Identify lower-dimensional latent 
properties.

• Reconstruct back to the input 
representation.

• Ensure semantic consistency of latent 
properties.

• Semantics-preserving mechanism invariance 
through modality discriminator.

Explicit Basis Reallocation

• The modality discriminator is trained 
until the respective task validation 
accuracies start dropping.

෍𝐿(𝑧𝑡𝑎𝑠𝑘 , 𝑦) 

𝐷
Modality 

Discriminator

MLP 
Heads

MLP 
Heads

MLP 
Heads

Related Literature: Arjovsky et al., Invariant Risk Minimization, 2020.
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Tying Fusion Head to Factors and Mechanisms

• The fusion head is trained on the 
representations obtained from the 
inverse mechanisms applied to the 
causal factors.

• This decouples the fusion head from 
the modalities and ties it to the 
recovered causal factors and 
mechanisms.

X Fusion
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MLP 
Heads
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Similarity-Based Ordering of Causal Factors

Ranking according to a reference modality
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4. Modality 4
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• When modalities go missing, check 
the rank list and substitute with the 
modality of the closest rank.

MLP 
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4. Modality 4

Similarity-Based Ordering of Causal Factors
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Substitution with the Closest Factor

• When modalities go missing, check 
the rank list and substitute with the 
modality of the closest rank.

MLP 
Heads

MLP 
Heads

MLP 
Heads

X Fusion

1. Modality 1
2. Modality 2
3. Modality 3
4. Modality 4

Related Literature:
Ahuja et al., Properties from Mechanisms: An Equivariance Perspective on Identifiable Representation Learning, ICLR 2023.
Gulrajani and Hashimoto, Identifiability Conditions for Domain Adaptation, ICML 2022.
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Experiments – Cross-Modal Entanglements
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Experiments – Rank and Representation Similarity
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Experiments - Convergence
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Experiments – Denoising
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Experiments – Comparison with SOTA

Vanilla Multimodal Learning Average across multiple missingness rates (random elimination 
of modalities during inference)
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• Modality collapse is the result of cross-modal polysemantic interference 
between predictive features of one modality and noisy features from another.
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• Modality collapse is the result of cross-modal polysemantic interference 
between predictive features of one modality and noisy features from another.

• It is a consequence of the low-rank simplicity bias in neural networks.

• It can thus be prevented by freeing up such bottlenecks through implicit or 
explicit basis reallocation.
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• Verification of feature-wise separability in disentangled polysemantic neurons.

• Effect of unequal label information across features.

• The Distillation Denoising Conjecture.

• Geometry of the loss landscape under basis reallocation.
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Open Problems
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https://abhrac.github.io/mmcollapse/

Get in touch:
Abhra Chaudhuri

abhra.chaudhuri@fujitsu.com
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https://abhrac.github.io/mmcollapse/
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