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•Many applications (recommender systems, search, ranking)

rely on pairwise preferences rather than absolute scores.

•Classical convex optimization assumes access to gradients or

function values.

•How to optimize if you only get noisy comparisons of pairs of

decisions?

Problem Setting

A No-Regret Algorithm for General DCODCO with General Preferences

•Pairwise preferences are even weaker than zero-order oracles.

•The transfer function 𝜌 can distort magnitude information

about 𝑓.

•Existing methods typically assume simple transfers (sign,

polynomial) — this paper tackles arbitrary well-behaved 𝜌.

Why Hard?

Motivation
Structure of 𝝆

Projected Dueling Descent (PDD) 

Why Relative Gradient Descent?

• You cannot estimate the true gradient from preferences

• Instead, you estimate a directional signal proportional to the 

gradient, up to a polynomial distortion

• PDD carefully controls the bias from this distortion.

Convergence of Convex+𝜷-smooth functions

Algorithm for smooth & strongly convex functions

Convergence with smooth & strongly convex functions
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