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Motivation

 Insufficient task representation

 Existing methods often fail to reflect the task 
structure! 
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Contribution1 - Metric Based Task Representation

 Task metric design based on Bisimulation metric

Zhang et.al., Learning Invariant Representations for Reinforcement Learning without Reconstruction, ICLR 2021

Metric based task representation learning



w/o on-off loss with on-off loss

Bisimulation loss Reconstruction loss on-off latent loss
learned task latents well 
reflect task structure!

 train decoder to utilize task 
metric measuring

 train stable task latent 
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Contribution2 - Task Aware Sample Generation of Virtual Tasks 

 Task aware virtual task sample generation and task preserving learning

 enables to generate realistic task samples  learn task latent to preserve task 

information of virtual task context

WGAN generator loss task preserving loss

withw/o

WGAN : Gulrajani et.al., Improved Training of Wasserstein GANs, NeurIPS 2017 3
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Method - Task Aware Virtual Training

Reinforcement
Learning

Train Task
Virtual Task

context of task X
latent of task X

VT Latent
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Agent can prepare OOD tasks in advance through TAVT



Environments with OOD test tasks

 Environmental setup with Out-Of-Distribution test tasks
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Visualization of Task Representation

1-D
(reward fn. varying)

1-D
(transition fn. varying)

2-D 3-D

  TAVT well preserves all 1D, 2D and 3D task structure! 
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Performance on Out-Of-Distribution Tasks

   TAVT shows superior adaptation performance on various OOD test tasks!
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Thank you!

See you soon on the Conference!
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