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Spiking Neural Network (SNN), as a brain inspired and 

energy-efficient network, is currently facing the pivotal 

challenge of exploring a suitable and efficient learning 

framework. In this work, we propose a novel parallel 

conversion learning framework, which establishes a 

mathematical mapping relationship between each time-

step of the parallel spiking neurons and the cumulative 

spike firing rate. Furthermore, by integrating the above 

framework with the distribution-aware error calibration 

technique, we can achieve efficient conversion towards 

more general activation functions or training-free 

circumstance. 
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