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Ø Research Objective: Lifelong/Continual/Incremental Evolution of LFMs

Initialized LFMs Evolved LFMs
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Stability Plasticity

A Trade-Off

Ø Difficulties in Continual Learning：Plasticity-Stability Dilemma
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Ø Pilot Experiment: Exponential Moving Average Strategy

Different EMA weights have a significant impact on the results of 
continual instruction tuning

EMA update can review old knowledge while learning new knowledge

enhancing plasticity while protecting stability
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Ø Ideal Balance of Stability And Plasticity Conditions

How can we realize the ideal state？

n Deduction From EMA Update

n Establishment of Optimization Equations 
Merging the two minimal situations, we have a unified 
optimal objective function:
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Ø Deduction of Dynamic Exponential Moving Average Weights 

4) Introducing Lagrange multiplier method1) From the perspective of Taylor expansion

2) From the perspective of EMA update

3) Ideal conditions based on plasticity and stability 
optimization

5) Calculate partial derivatives

6) Obtain the final result
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Ø Limited Model Expansion: Instruction Grouping Strategy

Ø Instruction Reuse Phenomenon Can Determine Whether To Retry Or Extend New Training Parameters 

Term Frequency-Inverse Document Frequency (TF-IDF) is a 
commonly used machine learning method to evaluate the 
importance of a word in a document relative to a corpus. It 
combines two components: Term Frequency (TF) and Inverse 
Document Frequency (IDF):

TF-IDF is effective for text classification. In our code, we 
utilize the TfidfVectorizer class in sklearn library to tokenize the 
instruction texts into numerical vector.



Large Continual Instruction Assistant
Jingyang Qiao, Zhizhong Zhang, Xin Tan, Yanyun Qu, Shouhong Ding, Yuan Xie

n Contribution 1：Alleviating Catastrophic Forgetting in CIT
n Contribution 2：Generalized Application and Limited Tuning Costs

Ø Overview of Framework
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Ø Experimental Results

n Contribution 3：State-of-The-Art Continual Learning Performance
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n Contribution 4：Optimal Balance Between Stability And Plasticity

1). Origin: ScienceQA, TextVQA, ImageNet, GQA, VizWiz, Grounding, VQAv2, OCRVQA
2). Reverse: OCRVQA, VQAv2, Grounding, VizWiz, GQA, ImageNet, TextVQA, ScienceQA 
3). Alphabet: GQA, Grounding, ImageNet, OCRVQA, ScienceQA, TextVQA, VizWiz, VQAv2

1). Original: Each task owns only one instruction, and several tasks share the same instructions.
2). Diverse: Each task owns only one instruction, and different tasks are tailored to distinct instructions.
3). 10Type: Each task owns around ten instructions, and several tasks share similar instructions.

Ø Robust Performance
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Ø Visualization Results

Contribution 5：Perform well both in both single 
round and multi round conversations

Baseline performance

Our method performance

1. Concise Answer
2. Accurate Response
3. Fine Grained Content

4. Suppress hallucinations

5. Our model still remembers pre-trained knowledge after continual instruction tuning


