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Introduction

BenchmarkTraffiX-Qwen

● Multi-resolution visual sampling strategies yield moderate improvements in 
multi-choice QA and referred object captioning, but introduce challenges for 
spatio-temporal grounding due to inter-frame association ambiguities.

● Tasks requiring fine-grained 3D spatial and temporal reasoning, including object 
positioning and motion analysis, remain challenging for current Visual LLMs.

● Accurate spatio-temporal object localization and cross-frame object association 
remain difficult for visual LLMs in dynamic traffic environments.

Dataset Curation Statistics

Qualitative

● First large-scale video-language dataset for roadside traffic scenes understanding 
under diverse real-world conditions, including weather variations and accidents. 

● Provide unified annotations for multi-choice QA, spatio-temporal object grounding, and 
referred object captioning, enabling fine-grained traffic video reasoning.

● Semi-automatic data pipeline leveraring LLM- and template-based methods 
with human verification, featuring 85,000 multiple-choice QA pairs, 2,300 
object captioning, and 5,700 object grounding annotations.

● Covers 1,000 roadside videos with 
diverse weather, lighting, and 
incidents across highway, urban, 
and rural scenes.

● Balanced coverage across times 
of day and seasons under varied 
traffic conditions, reflecting 
real-world traffic dynamics.

Spatio-Temporal Grounding Referred Object Captioning● Video-LLM for unified traffic video understanding, 
across multi-choice QA, spatio-temporal 
grounding, and referred object captioning.

● Leveraging multi-resolution visual sampling 
strategies, i.e., multi-res spatial pooling, token 
pruning, and temporal pooling.
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