
PASS: Private Attributes Protecti n with Stochastic Data Substituti n

Take Away:

▪ Our goal: Protect private attributes while preserving the utility of the

data for downstream tasks in data sharing or ML pipelines.

▪ Problem: We show that existing adversarial training based

methods are vulnerable to slightly stronger or unseen attackers.

▪ Solution: We propose PASS, a stochastic data substitution based

method that overcomes this common problem.
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Motivation:

▪ Our goal:

▪ SOTA methods: obfuscate the data based on adversarial training, 

where they train the data obfuscation model to confuse an 

adversarial classifier jointly trained to infer each private attribute.

▪ Problem: These methods are vulnerable…

▪ Theoretically, from an information theory perspective.

▪ Empirically, to a simple attacking strategy called the Probing

Attack, where the attacker applies the (black-box) obfuscation 

algorithm to a public dataset with labeled private attributes, and 

then uses the resulting obfuscated samples to train a new classifier.
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Approach:

▪ Information-theoretic formulation of our goal:

▪ PASS: stochastically substitute each sample with another one 
according to cosine similarity in an embedding space.

▪ Theoretical Grounds: 

▪ PASS’s training objective is derived soundly from the 
information-theoretic definition of our goal.

▪  PASS can also be interpreted within Differential Privacy 
framework, as a generalized randomized response method.

▪  PASS has information-theoretic operational boundary when 
the private and useful attributes are entangled.

Experiments:

▪ Outperforms baselines on CelebA, AudioMNIST and MotionSense.

NAG (Normalized Accuracy Gain): NAG=0 -> “fully protected”, NAG=1 -> “not protected”. 
mNAG: NAG averaged over useful attributes - NAG averaged over private attributes.
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