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Message-Passing GNNs :

A message-passing mechanism creates new node representations, 
where each node gathers information from its neighbors and 
combines it to update its own embedding.
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Over-smoothing
Over-squashing
…



Graph-level Tasks 

A graph-level dataset: Γ = 𝐺𝑖 , 𝑦𝑖 𝑖 , each graph 𝐺𝑖 is associated 
with a label vector 𝑦𝑖, representing either categorical labels for 
classification or continuous values for regression.

Next, the dataset Γ is typically split into training, validation, 
and test sets, denoted as Γ = Γ𝑡𝑟𝑎𝑖𝑛 ∪  Γ𝑣𝑎𝑙 ∪  Γ𝑡𝑒𝑠𝑡 .

For each graph 𝐺𝑖, we apply a readout function 𝑅(⋅) (such as 
mean pooling) to aggregate the node representations produced 
by the final GNN layer, yielding a graph-level representation 
ℎ𝑖

readout used for label prediction.

The objective is to minimize the loss between the 
predicted label and true label.  



GNN+: Enhanced Classic GNNs Framework

GNN+ FrameworkMessage-Passing GNNs

Proposed the GNN+ architecture, which integrates 6 existing hyperparameter 
techniques into the message-passing mechanism.



GNN+: Enhanced Classic GNNs Framework

Edge features were initially incorporated into 
some classic GNN frameworks by directly 
integrating them into the message-passing 
process to enhance information propagation 
between nodes. Taking GCN as an example:



GNN+: Enhanced Classic GNNs Framework

Batch Normalization (BN) and Layer 
Normalization (LN) are widely used techniques, 
typically applied to the output of each layer 
before the activation function. Here, we use 
BN:



GNN+: Enhanced Classic GNNs Framework

Dropout is applied to the embeddings after 
activation:



GNN+: Enhanced Classic GNNs Framework

Residual connections can be integrated into 
GNNs as follows:



GNN+: Enhanced Classic GNNs Framework

Transformer incorporate a feed-forward network 
(FFN) as a crucial component within each of their 
layers. 

Inspired by this, we propose appending a fully-
connected FFN at the end of each layer of GNNs, 
defined as:



GNN+: Enhanced Classic GNNs Framework

Positional encoding (PE) was introduced in the 
Transformer to represent the positions of tokens 
within a sequence for language modeling.
Various PE methods have been proposed for 
graph, such as LapPE, RWSE. 

Following the practice, we use RWSE to improve 
the performance of GNNs as follows:



Graph-level Datasets

3 classic GNNs for graph-level tasks: GCN, GIN, GatedGCN



Empirical Findings
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Empirical Findings

The enhanced versions of 
classic GNNs achieved state-

of-the-art performance, 
ranking in the top three 

across 14 datasets, including 
first place in 8 of them, while 
also demonstrating superior 

efficiency. 



Ablation Studies - Edge Features

• The integration of edge features is particularly effective in molecular and 

image superpixel datasets, where these features carry critical information.



Ablation Studies - Normalization

• Normalization tends to have a greater impact on larger-scale datasets, 

whereas its impact is less significant on smaller datasets.



Ablation Studies - Dropout

• Dropout proves advantageous for most datasets, with a very low dropout rate 

being sufficient and optimal.
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Ablation Studies - Residual Connections 

• Residual connections are generally essential, except in shallow GNNs applied 

to small graphs.



Ablation Studies - FFN

• FFN is crucial for GIN+ and GCN+, greatly impacting their performance 

across datasets.



Ablation Studies - PE

• PE is particularly effective for small-scale datasets, but negligible for large-

scale datasets.



Conclusions

https://github.com/LUOyk1999/GNNPlus

⚫ By integrating six widely used techniques into a unified 
GNN+ framework, we enhance three classic GNNs (GCN, 
GIN, and GatedGCN) for graph-level tasks. 

⚫ Evaluated on 14 datasets and fairly compared against 30 
representative SOTA models proposed in the past three 
years, these classic GNNs rank Top-3 on all datasets and 
achieve the highest performance on 8 of them.
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Thanks for listening!


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25

