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From Supervised Reasoning to
Unsupervised Verification
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In the Nesy paradigm, a machine learning model f establishes a mapping between
inputs X and symbolic representations S, 1.e., S = f(X). Then, using a knowledge
base KB and S, to infer the label Y ,1.e., KB, S |=Y .

In real-world scenarios, labels Y generally does not exist and is more often part of
the unknown symbolic sequence S. Therefore, in unsupervised Nesy, we must
avoid relying on Y as a starting point for reasoning. Instead, candidates(S) is
directly determined by the knowledge base KB, i.e., KB |= candidates(S). This
introduces several challenges:

1. It prevents label leakage of Y into S;
2. It significantly increases the space of S;
3. More importantly, it leads to an overabundance of candidates(S) because

of extreme shortcuts, making the process of traversing and scoring all
candidate solutions extremely difficult.
Our goal now is to find the highest-scoring solution that can be verified, i.e.,
solving the COP problem COP(S, S, Vi, Score). In the following, we explore
how to solve the COP problem with minimal cost.
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Theoretical Study and Experiments
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The theoretlcal anaIYSIS Of unsupeersed leamlng Theorem 6.1. For any function f € F, if L is a p-Lipschitz

continuous loss function, R, is the Rademacher complexity
for a sample size of n, R.”, is the current task-induced

can be leIded Into two partS: upper bound on error, and R(f) is the current minimal

. symmetric permutation empirical error, then the empirical
1 . The ﬁrSt part 1S Whether the SyStem has the error R( f) for the prediction of the current symbol set by f
satisfies, with at least probability 1 — §:

ability to group samples belonging to the same

. [log(2/6
R(f) < RUP) +20Ra(F) + 3y 2522 + B2z, 1

category together. R(f)=min > [9(X); # o(s:)]
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2. The second part 1s whether the system can establish R, = Y I(s, ¢ Fi(G)P,

a correspondence between the categories identified by si€s
the learner and the labels of the symbols.

Tuble 1. The experiments on the dataset Addition Table 3. The experiments on the dataset Chess.

Method 2 3 4 5 6 7 8 9 10 Method 2 3 4 5 6
Decpproblog 5353 4042 3367 2986 2751 2546 2363 2252 2147  Deepproblog  49.46 33.10 25.08 49.46 15.66
DeepStochlog 5621 4443 3906 3602 3402 3114 2774 2438 214 NeurASP 53.66 36.07 2393 1907 1882

NeurASP 53.66 3607 2839 2077 1463 2325 2361 2251 763 Ground ABL 4990 67.65 75.70 7055 33.95

WSABL 4616 9950 3800 2600 3025 2450 2575 2400 2025 .

VL. 10000 4138 9950 9980 9965 9909 7070 9873 9828 Yhi 1000 3990 95.00 95‘20 95‘1‘:

VEITC 10000 4983 10000 10000 100.00 10000 6920 9995 10000 VL, 100.00 9990 9255 9130 92.5:

VL, 10000 9988 9975 10000 9975 9900 9925 9775 4880 VL, 10000 99.90 98.00 9570 95.1S

VIITC 10000 10000 10000 10000 10000 9995 10000 10000 5140 VL™ 100.00 99.90 9255 9130 9255
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