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Outline

Problem: Long videos exceed model context;
subsampling loses critical details.
Inspiration: Human memory consolidates key events
over time.
Goal: Understanding full videos in one pass without
missing important content.
Approach: Adapt∞-former [1] to video via
continuous-time visual memory—no retraining needed.
Our method shows improved performance on video
QA tasks with Video-LLaMA and VideoChat2.

From Discrete to Continuous Attention

Discrete attention uses tokens; we instead model input
as a continuous signal x(t) on [0, 1], expressed via basis
functions ψ(t):

x(t) = B⊤ψ(t)

This allows using a probability density p(t) instead of
softmax. B is computed via Ridge regression.

Continuous Attention and Long-Term Memory (LTM)

Project the continuous input x(t) = B⊤ψ(t) to get keys
and values:
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Attention via expectation:
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Final LTM: concatenate heads and apply output
projection.

Overall Architecture

2 hour Movie
Bohemian Raphsody

User: What does the main character's hair look like in the first scene?

Sticky Assistant: In the first scene, the main character has curly brown hair. He is wearing a blue 
sweater, and there is a brown couch in the background.

User: What is the band’s genre of music as shown in the video?

Sticky Assistant: The video shows a band playing music in a dark room. So, the band's genre of music 
can be assumed to be rock or alternative music.

User: Is the first performance indoors or outdoors?

Sticky Assistant: The video shows a performance taking place inside a dark room. So, it is indoors.

User: Which instrument does the main character play in the last live concert?

Sticky Assistant: In the last scene, the main character plays the keyboard.

Uniform Assistant: In the first scene, the main character is a man with curly hair wearing a suit 
jacket and is sitting at a table in a room with a mirror on the wall. He has a laptop on the table, 
and there is also a window on the wall. Additionally, a young man is seen wearing a white 
jacket sitting at a table in the same room with a black and white photograph on the wall.

Uniform Assistant: Based on the video, it appears that the band in the video primarily plays rock 
music, although it is not explicitly mentioned.

Uniform Assistant: Based on the given video description, it is difficult to determine if the 
performance is indoors or outdoors as there are not specific descriptions of the location. 
However, the video has several objects such as a dark room, a white light, a silver plate, and a 
light that could provide some insight.

Uniform Assistant: In the last live concert, the main character is playing a guitar.
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The final output of our modified video Q-former layer is
a weighted average of the standard Short-Term
Memory (STM) attention and our new LTM context:

Z = αZSTM + (1 − α)ZLTM

To feed a fixed-size representation to the LLM, we
compute a running average of the projected video
token embeddings Ec from each of the C chunks:
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C
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Continuous-Time Memory Consolidation

The LTM is updated for each new chunk in FOUR steps:
As new video chunks arrive, the LTM is updated:
1 Sample: Evaluate the current LTM signal x(t) at T
locations.

2 Contract: The past context is mapped to a smaller
interval [0, τ ], inducing a "forgetting" factor.

3 Concatenate: The contracted past context is combined
with the new chunk’s context.

4 Regress: A new continuous signal xnew(t) is fit to the
combined context over [0, 1].

5 Continuous Attention: Apply continuous attention
over xnew(t).

Continuous-Time Memory Consolidation

Sticky Memories

Motivation: Uniform memory allocation is inefficient.
Idea: Prioritize relevant regions by allocating memory
proportionally, inspired by resource-based models
[2, 3, 4].
Analogy: Mimics non-local replay in the brain, where
past events are selectively reactivated [5, 6].

Long-Term Open-Ended Question Answering

Method LLM #FramesMedium Long Avg
Video-LLaVA Vicuna-7B 8 38.0 36.2 39.9
ShareGPT4Video 8B - 16 36.3 35.0 39.9
Chat-UniVi-v1.5 Vicuna-7B 64 40.3 35.8 40.6
Qwen-VL-Chat Qwen-7B 4 38.7 37.8 41.1
VideoChat2 Mistral-7B 32 37.9 38.0 42.1
∞-VideoChat2 (no LTM) Mistral-7B 128 39.6 38.8 42.3
∞-VideoChat2 (uniform)Mistral-7B 128 40.0 38.8 42.4
∞-VideoChat2 (sticky) Mistral-7B 128 40.2 38.9 42.4

Our sticky memory method yields gains over baselines
on Video MME!

Long-Term Open-Ended Question Answering

Method LLM Number of Frames Accuracy Score CI DO CU
Video Chat Vicuna-7B 32 61.0 3.34 3.26 3.20 3.38
Video-ChatGPT Vicuna-7B 100 44.2 2.71 2.48 2.78 3.03
Video LLaMA-Based Models
Video LLaMA Vicuna-7B 32 51.4 3.10 3.30 2.53 3.28
MovieChat Vicuna-7B 2048 67.8 3.81 3.32 3.28 3.44
MovieChat+ Vicuna-7B 2048 66.4 3.67 3.70 3.30 3.62
∞-Video LLaMA (no LTM) Vicuna-7B 2048 68.0 3.76 3.72 3.33 3.71
∞-Video LLaMA (uniform) Vicuna-7B 2048 66.5 3.69 3.60 3.31 3.58
∞-Video LLaMA (sticky) Vicuna-7B 2048 72.2 3.88 3.89 3.47 3.79
∞-Video LLaMA (no STM uniform) Vicuna-7B 2048 62.4 3.75 3.36 3.38 3.52
∞-Video LLaMA (no STM sticky) Vicuna-7B 2048 59.2 3.68 3.30 3.30 3.44
VideoChat2-Based Models
VideoChat2 Mistral-7B 16 62.2 3.72 3.46 3.60 3.69
∞-VideoChat2 (no LTM) Mistral-7B 128 63.9 3.74 3.54 3.60 3.73
∞-VideoChat2 (uniform) Mistral-7B 128 64.1 3.73 3.54 3.60 3.75
∞-VideoChat2 (sticky) Mistral-7B 128 63.9 3.74 3.55 3.63 3.74
∞-VideoChat2 (no STM uniform) Mistral-7B 128 65.7 3.78 3.65 3.60 3.84
∞-VideoChat2 (no STM sticky) Mistral-7B 128 66.5 3.85 3.71 3.68 3.96

∞-Video with sticky memories achieves the best
results on MovieChat-1K, outperforming all baselines!

Qualitative Analysis
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