
Enhancing the Influence of Labels on Unlabeled Nodes 
in Graph Convolutional Networks

Jincheng Huang1, Yujie Mo1, Xiaoshuang Shi1, Lei Feng2, Xiaofeng Zhu1*
1.University of Electronic Science and Technology of China 2. Southeast University

Jincheng Huang(UESTC) 2025-5-25 1/15



Background

Jincheng Huang(UESTC) 2025-5-25 2/15

Graph Convolutional Networks (GCNs)

GCNs excel at handling graph-structured data, which relies most on their message passing mechanism

Message passing on graphs

Effectively handle the graph data
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Effect of message passing

Labeled node

Labeled node

Labeled node

Labeled node

DNN: One-to-one supervision GCN: One-to-many supervision

Message-passing of GCN makes unlabeled 
nodes can utilizing the label information.

Effect of Message Passing

However, is the GCN effectively utilizing 
label information for unlabeled nodes?
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Impact of label on unlabeled nodes under the message passing

LPA can be as a metric
Proposition 1: LPA can be utilized to 
calculate the probability of every class for 
unlabeled nodes in the GCN framework.
i.e., The output of LPA represents the class 
that provides the most label information to 
a node.

GCN is considered to have effectively utilized the label information if the predicted class aligns with the class 
that contributes the most label information through message passing.
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Our goal is

Label influence:

GCN prediction:

Objective function:

Wang et al.,

Daitch et al., 

Zhang et al., 

Jiang et al., 

Ours

We construct a New Traditional graph learning 
Objective Function

Many existing works are built upon traditional graph 
learning objective functions, while our approach may 
offer a new direction.
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How to solve our objective function We cannot directly optimize this objective function, because:

1. it has a trivial solution: ��,� = 0, ∀�, ∀�

2. LPA should reinitialize the labels to avoid modifying the ground-truth.
Iteratively update solution

1. We first calculate LPA:

2. Then, the objective function is changed:
1. Solvable

2. Reinitialize the labels 

Step 1: Propagate labels

Step 2: Re-computing adjacency matrix

1. Get       by calculating the closed-form solution of the objective function:

Iterate steps 1 and 2 to solve the final S
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Model Efficiency

The time complexity of calculate                                                 is �(�3) !!! 

Calculation Trick

We can avoid to calculation       , directly substitute       in the second step into the first step to avoid the output 

being an n*n matrix and use the Woodbury identity trick, the finally time complexity change to �(��2 + c3), � ≪ �.

Solution Process Changes
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Contrastive Constrain

How to fully use the original graph information and the ELU-graph?

Most common used and efficient strategy: 

On this basis, we fist learn a projection head �θ, 

The final objective function:



Method

Jincheng Huang(UESTC) 2025-5-25 9/15

Theoretical Analysis
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Effectiveness and Efficiency



Experiments
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Ablation Study and Visualization of ELU Graph
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l We propose a new objective function that optimizes the graph structure to ensure that 
GCNs effectively utilize label information for unlabeled nodes. 
l This objective function may inspire more supervised graph structure learning method.

l we design a contrastive loss to capture consistency or mutually exclusive information 
between the original graph and the ELU graph.
l The proposed contrasting form of one-to-one and the traditional form of one-to-many 

can be further explored and interacted.

l Theoretical contribution: Provides guidance on improving generalization ability through 
graph structure learning.
l The accuracy of label propagation is an important indicator of graph structure quality.

Conclusion
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