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oo Due tovisarestrictions, the authors are not able to attend in person. If you
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Figure 8: FLOPs comparison for compara-

ble downstream performance with/without
PROX refining: 0.3B(Avg.Perft = 40.5), 0.7B
(41.6), and 1.7B (42.9).7
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