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In this study, we :

1. Present an in-depth analysis of Post-LN and Pre-LN in large-scale Transformers, examining how variance and 

gradient properties evolve beyond initialization. 

2. Investigate Peri-LN to understand how normalizing both the inputs and outputs of each module moderates 

hidden-state behavior during forward and backward propagation, providing a systematic perspective on this 

underexplored alternative. 

3. Provide quantitative evidence on how large activation influences training stability, benchmark performance, and 

model behaviors. 
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● Massive activations remain poorly understood. Persistent high‑magnitude activations in Pre‑LN can act as residual 

biases that distort attention and limit generalization; their root causes and long‑term effects are unclear.

● Theory predicts depth‑dependent instability. Signal‑propagation analyses link exploding/vanishing gradients to LN 

placement, depth, and residual pathways, but empirical validation at scale is limited. 

● Underexplored alternative: Peri‑LN. While Post‑ and Pre‑LN dominate practice, why Gemma2 & 3, and Olmo2  use 

different architecture?

● Goal of this study. Provide a rigorous, large‑scale empirical and theoretical comparison of Post‑, Pre‑, and Peri‑LN to 

clarify when each placement best balances training stability, computational cost, and downstream performance.
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Motivation



Transformer Architecture Through the Placement of Layer Normalization
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Transformer Architecture Through the Placement of Layer Normalization
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Growth of Hidden State
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Transformer Architecture Through the Placement of Layer Normalization

7



Early Stage Instability in Pre-Training
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We posit that the instability of Pre-LN arises from three factors: 

1. the hidden state variance exhibits a sudden surge from initialization through the early stages of 

optimization, deviating from the linear trend predicted by Eq.(4) 

2. the exponential growth of hidden state variance across both depth and training steps

3. the instability caused by the massive activations (Proposition 3.1).



Evaluations of Post-LN, Pre-LN, and Peri-LN Transformers
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