
The improper global regularization hinders the 
efficiency of offline-to-online RL

The optimal regularization intensity varies with the 
task, training process, and data density

Our method proposes state-adaptive regularization that dynamically 
quantifies the reliability of Bellman updates, guiding the policy to trust 
optimistic outcomes at the state level
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•  Learn an effective policy 흅 from a static dataset 퓓 collected by 
a behavior policy 흅휷

To combat extrapolation errors, previous methods uniformly regularize 
the value function or policy updates across all data

Enable the learned policy to benefit from the 
potential generalization of Bellman updates

How to update 휶(풔) for methods with different constraint objectives?

Selective State-Adaptive Regularization (SSAR) 

• State-Adaptive Coefficients

훽 → 훽(푠)regularization coefficient neural-network-based state-wise coefficients

The regularization of CQL

The regularization directly affect the probabilities of dataset actions in the learned policy

A unified framework for updating coefficients in both value 
regularization and explicit policy constraint methods

stochastic policy

 deterministic policy

• Distribution-Aware Thresholds

A simple linear schedule to dynamically adjust the threshold 

stop updating until
dynamically expand the trust region in a distribution-aware manner

• Selective Regularization

The proposed coefficient update 
mechanism encourages the policy to 
assign high probabilities to dataset 
actions, including suboptimal or 
poor ones, potentially resulting in 
degraded performance

sub-dataset selection for regularization and coefficient update

The sub-datasets should maximally cover the support of the offline dataset

• datasets with low quality variances

• datasets with a wide-ranging distribution

select trajectories with returns greater than a selective threshold

Using the IQL paradigm to capture the relative value of the data

select data with positive advantages to construct a sub-dataset

Prioritize good actions, relax on poor ones

• Efficient Offline-to-Online RL

Given the generalization of the coefficient network, simple linear annealing enables 
efficient and stable online fine-tuning, while reducing reliance on retaining offline data

We incorporated the proposed method with CQL and TD3+BC to conduct experiments

 Offline performance comparison with backbone algorithms 

Offline-to-online performance comparison with 250k interactions

Our method offers significant improvements over various baselines in both offline and 
offline-to-online settings


