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Task of Interest
• Improve Safety Alignment of LLMs to enable robust refusals:

• Direct Attacks [1 & 2]

• Jailbreak Attacks [3,4,5,6,8]

• Suffix
• Prefix
• Prefill
• Role play
• Netsed Scene
• Token manipulation
• Persuation
• Optimized (Gradient or Genetic)
• ...

• Decoding Exploitation Attacks [7]
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Background
1. Superficial Safety Alignment Hypothesis [10]

1. Current generative LLMs implicitly perform a safety-related binary classification task.
2. Current aligned model can’t hold safety at each generation step

2. Data Augmentation Based Methods [5, 9]

1. Construct more complex adversarial samples that are initialy fullfilled but later refused.
2. Do not fundamentally address the root problem 
3. Struggle to handle harmful content that appears mid- or end-generation.

• Challenge: Existing alignment techniques lack the mechanisms to handle nested 
harmful reasoning patterns or those that emerge near the end of a response, pressing 
the need for more robust methods that address safety at a deeper level.
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Observation & Motivation

• Implicit safety signal is often 
diluted or overridden by 
competing objectives, such as 
learning complex human 
preferences related to tone, style, 
or phrasing of responses.

• Can we extract and take use of 
some Explicit safety-related 
signals to prevent or alleviate the 
above unexpected situation?
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Methodology - Explicit Binary 
Classification Task
• Incorporating a safety-related Binary Classification task into the training 

process to explicitly extract safety-related signals
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Strategic Attention - Implicitly

• A mechanism integrates the hidden state of the [CLS] token into the model’s 
generative process, allowing it to implicitly incorporate safety signals 
during entire text generation process.
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Strategic Decoding - Explicitly

• A strategy explicitly leverages the prediction of the binary classification 
task to guide the model’s decision-making process during text generation, 
enabling it to respond to complex adversarial scenarios more timely and 
confidently.
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Experiment Results
• Primary Baseline (SFT, SFT + DPO)
• Official Release Baseline
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• State-of-the-Art Baseline
• Cross-family Baseline



More Experiment Results
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