Language Models over Canonical Byte-Pair
Encodings

McGill

UNIVERSITY

TimVielra Tianyu Liu Clemente Pasti Yahya Emara Brian DuSell Benjamin LeBrun
Mario Giulianelli Juan Luis Gastaldi Timothy J. ODonnell Ryan Cotterell

Background

Theoretical Guarantees
Much of the probability mass is misallocated to

noncanonical sequences!
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In byte-pair encodings (BPE), some token
combinations never appear during training, but
might appear during decoding.

Enforcing canonicality is guaranteed to
make language models better (closer to the
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S ground-truth distribution of sentences).
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This misallocation is both erroneous, as
noncanonical strings never appear in training data,
and wasteful!

Most sequences sampled from most language

models are noncanonicalt KL(pA || pa) — KL(pA ||g) = —log Z
N’

Longer sequences are more vulnerable to this >0

probability mass leakage.. Where Z is the canonicality rate of the LM before
canonicalization

Improvement = log(canonicality rate) Results
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Enforcing Canonicality

We propose two ways to enforce canonicality in
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parameterization that guarantees canonical outputs.




