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• The multi-head attention mechanism is typically 

represented in its concatenation form:

• However, from another perspective, if we decompose 

𝑊𝑂 ∈ 𝑅
𝑑𝑣×𝑑𝑜𝑢𝑡 by rows, we can express multi-head 

attention in a summation form:

• Each attention head operates in parallel, and the 

final output is the sum of all attention heads. 

• Inspired by the great success of MoE, we propose Mixture-of-Head attention (MoH), which 

treats attention heads as experts:

• MoH has two significant advantages: 

• First, MoH enables each token to select the appropriate attention heads, enhancing 

inference efficiency without compromising accuracy or increasing the number of parameters. 

• Second, MoH replaces the standard summation in multi-head attention with a weighted 

summation, introducing flexibility to the attention mechanism and unlocking extra 

performance potential.
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