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M is the inverse of a curvature matrix

Second-order optimization

Knowledge of 
curvature allows 
using different 

learning rates for 
different directions 



Too large to compute and 
store for neural networks

Complexity O(p2)
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Block-diagonal and 
Kronecker-factored 
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True curvature is not 
(block-) diagonal

Second-order optimization

Complexity O(p2)

M is the inverse of a curvature matrix



Main contribution

Can we estimate and use the full curvature matrix accurately and tractably?  

Yes, but we need to look at non-local properties of the curvature



Global curvature by ensemble averaging

Global Hessian

Gradient covariance

Curvature matrix is global, 
averaged over a model 
distribution (ensemble)

It depends on time, the 
distribution changes 
during optimization



Global curvature by ensemble averaging

Global 
Hessian

Gradient 
covariance

3-layer MLP, ReLU, no bias, 5 neurons per layer = 75 parameters
10,000 models drawn from a Gaussian distribution (init)

The structure of 
curvature 

seems identical, 
and is not

block-diagonal

gradient descent

Can we capture 
this structure with 
a general theory?



Symmetries of a neural network

MLP

Output of MLP is invariant for 
any permutation matrices

G includes 
permutations 
of  all layers



Symmetries of a model distribution

Assumption

The distribution of parameters (at time zero) and the loss 
are invariant for the same group of transformations



Symmetries of a model distribution

Assumption Gradient Descent,
Momentum,

Adam,
…



Symmetry equations



Solutions for MLP

Solutions: linear combination of basis matrices



Solutions for MLP

Theory predicts the 
structure of the 

global curvature, 
(but not the values)

Can we estimate the factors 
and use them for optimization?



Estimation of factors

2-layer MLP, Tanh, no bias

Estimate with a single gradient
S = g gT

Size d x dTractable



Efficient matrix computations

Size d2 x d2

Size d x d

Matrix inverse square root

Tractable

Intractable

For example, a large 
language model has 

embedding dimension 
around d = 103 or 104



Efficient matrix computations

Compute second-order update without ever computing or storing the full matrix

Vector of gradients

Update = matrix-vector product

Size d x dTractable



Example optimization on synthetic data

SymO: 
Symmetric 
Optimizer

KFAC and Shampoo assume block-diagonal curvature, SymO does not

Linear activations Tanh activations



Model-aware optimization

Optimizer 1

Optimizer 2
Optimizer 3



Thanks


