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Introduction to Electrocardiograms (ECGs)

Image Source: https://geekymedics.com/how-to-read-an-ecg/ 2

• Electrocardiograms (ECGs) records the heart’s electrical impulses during each heartbeat

• Each heartbeat generates distinct waveforms

• These characteristics are essential for detecting heart-related abnormalities.

ECG illustration ECG waveforms



ECG-Language Pretraining
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• Motivation: Analyzing ECG signals requires large-scale annotations



ECG-Language Pretraining
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Transfer Learning

• Motivation: Analyzing ECG signals requires large-scale annotations

• Learning from paired clinical reports is a promising research direction for 
learning effective ECG representations. 



Related Work
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Pretraining Stage

• MERL [1] propose multimodal ECG representation learning framework, 
and first introduce zero-shot ECG classification.

[1]. Liu, Che, Zhongwei Wan, Cheng Ouyang, Anand Shah, Wenjia Bai, and Rossella Arcucci. "Zero-shot ecg classification with multimodal 

learning and test-time clinical knowledge enhancement." arXiv preprint arXiv:2403.06659 (2024).
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6[1]. Liu, Che, Zhongwei Wan, Cheng Ouyang, Anand Shah, Wenjia Bai, and Rossella Arcucci. "Zero-shot ecg classification with multimodal 

learning and test-time clinical knowledge enhancement." arXiv preprint arXiv:2403.06659 (2024).

Pretraining Stage

• MERL [1] propose multimodal ECG representation learning framework, 
and first introduce zero-shot ECG classification.

• Challenge: Focus solely on global signal, overlooking fine-grained 
waveform characteristics 



Motivation

• ECG signals can be 
interpreted in a hierarchical 
manner:
oRhythm-level: Capture the 

overall rhythm pattern across 
the entire ECG signal.

oBeat-level: Focuses on 
individual heartbeats as 
complete units.

oToken-level: Examines fine-
grained waveform 
components, such as P 
waves and QRS complexes.
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Multi-scale ECG-Language Pretraining
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• We introduce a Multi-scale ECG-Language Pretraining (MELP), a 
framework that leverages multi-scale supervision and generalizes well 

across diverse downstream tasks.  



Token-level Supervision
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• Learning to generate ECG reports from token-level embedding



Multi-scale ECG-Language Pretraining
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• Attention-weighted local contrastive loss for beat-sentence alignment.



Multi-scale ECG-Language Pretraining

11

• Global contrastive loss for global ECG signal and global report 
alignment.



Experiment
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Pretraining datasets:

• MIMIC-IV-ECG v1.0 database

Downstream datasets:

• PTB-XL 

• CSN

• CPSC2018

Tasks

• Linear Probing ECG Classification

• Zero-shot ECG Classification



ECG Classification Results
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Best AUC in 16 out of 18 settings.

Improve average AUC by +3.7%



Ablation Studies
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Best AUC when combing all three-scale supervision

Best results using Wave2Vec 2.0



Conclusion
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• We introduce a Multi-scale ECG-Language Pretraining (MELP) 

framework that leverages multi-scale supervision for ECG 

representation Learning.

• (Future Work) Encoding prior medical knowledge into ECG 

foundation model for better interpretability

• (Future Work) Conduct instruction tuning for more unified 

ECG tasks via LLMs



Thank you!
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Code: https://github.com/HKU-MedAI/MELP

HuggingFace: https://huggingface.co/fuyingw/MELP_Encoder

https://github.com/HKU-MedAI/MELP
https://github.com/HKU-MedAI/MELP
https://github.com/HKU-MedAI/MELP
https://huggingface.co/fuyingw/MELP_Encoder
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