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What is cascade ranking?
Notations:


 : The i-th stage in cascade ranking

 : The sample space of the i-th stage

 : The size of 

 : The impression space


 : The Ordered list sorted by the 


               score of model  (on space )

               in descending order


 : The top K set of 


 : The outputs of the system, named 


: total stage number of the cascade ranking
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The Goal of Cascade Ranking
The goal of training paradigms for cascade ranking is to optimize the end-to-end 
Recall of  using training data collected from the system:





Notations:

•  : the ground truth set of items considered relevant or optimal based on user feedback or expert 

annotations. 

• : the size of , and . 


• : the indicator function.
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Key Requirements for Efficient Cascade Ranking

• Match Coordination with Rank: Preemptively avoid easily overestimated ads of “Rank” stage.

• Rank Coordination with Match: Accurately identify ground-truth items in output set of the “Match” stage.



Key Challenges for Traditional Methods

• Misalignment of Training Objectives: Most of existing methods do not directly optimize the end-to-end recall 
of cascade ranking.


• Lack of Learning to Collaborate: Some existing methods lack the ability to learn these interactions and 
collaborations, especially for methods that separately train different stages.


To the best of our knowledge, no existing approach simultaneously addresses both challenges, 
highlighting the need for a more comprehensive solution. 

To address these issues, we propose LCRON, which is the abbreviation of “Learning Cascade Ranking as One 
Network”.



LCRON—Sample Organization
Full-stage training samples: 
The training set is: 


 

where  is the number of samples drawn from , and
.


List-wise Supervision:

For any two pairs  and , the label  and 
satisfy the following condition:





where  indicates that  belongs to a later stage than , 
and  indicates that  has a higher rank than  within the 
same stage.
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LCRON—End-to-end Recall Optimization

Notations:

Let  represent the probability vector of each ad in  being selected by the 
cascade ranking for top-  selection.


Let  denote the sampling result from , and let  represent the 
probability of sampling .


 denotes dot product, and  denotes element-wise product. 


 represents a vector where all elements are 1.
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LCRON—End-to-end Recall Optimization
Take two-stage cascade ranking as an example, the survival probability of 
ground-truth items can be formulated as:





Thus, we can optimize the lower bound of   to improve the probability that 

ground-truth items appears in , namely to directly optimize end-to-end recall.
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LCRON—End-to-end Recall Optimization
Then, the end-to-end loss is formulated as:





where  is the soft permutation matrix for model , where 
 represents the soft probability that item  is ranked at position .


Soft permutation matrix can be obtained by differentiable sorting techniques, 
such as NeuralSort.
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LCRON—Auxiliary Loss for Tightening the Bound
The gap between  and  can be formulated as:
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If the top  sets of the two models are consistent, it 
helps to reduce .


To tighten the bound of , we design single-stage 

loss  directly optimizes the ranking consistency of 

each model with the same supervision, thereby implicitly 
aligning  and . This helps to reduce , 
indirectly optimizing the bound .
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Experiments—Overview
• Public Experiments


• Experimental Setup


• Results on two-stage cascade ranking


• Results on three-stage cascade ranking


• Runtime and Space Complexity Analysis


• Online Experiments


• Experiment Setup


• Online A/B Results



Public Experiments—Experimental Setup

• Benchmarks: RecFlow, the only public benchmark that collects data from all 
stages of real-world cascade ranking systems.


• Evaluation Metrics:


• Golden Metric: End-to-end Recall


• Auxiliary Observation Metrics: Recall & NDCG for each single stage


• Baselines: BCE, ICC, RankFlow, FS-RankNet, FS-LambdaLoss, ARF, ARF-v2



Results on two-stage cascade ranking
• Architecture: DSSM (Retrieval Stage) + DIN (Ranking Stage)



Results on three-stage cascade ranking
• Architecture: DSSM (Retrieval Stage) + MLP (Pre-ranking Stage) + DIN (Ranking Stage)

• Conclusions:

• LCRON consistently outperforms all the baselines on end-to-end recall under different settings, 

showing the effectiveness and robustness of our method.

• LCRON does not dominate all individual stage metrics (e.g., the Recall of the Ranking model), it 

achieves substantial improvements in joint metrics, highlighting the importance of stage collaboration.



Runtime and Space Complexity Analysis

Conclusions: In real-world applications, N is usually small, LCRON does not introduce significant computational or memory 
overhead compared to existing methods, making it well-suited for industrial deployment.

Time Complexity Space Complexity Runtime of two-stage 
experiments 

GPU Memory Usage 
of two-stage 
experiments 

BCE O(DN) O(DN) 5358s 37.7GB

ICC O(DN^2) O(DN^2) 5376s 38.2GB

RankFlow O(DN) O(DN) 5057s 38.2GB

FS-RankNet O(DN^2) O(DN^2) 5104s 37.7GB

FS-LambdaLoss O(DN^2) O(DN^2) 5076s 38.2GB

ARF O(DN^2) O(DN^2) 5362s 37.3GB

ARF-v2 O(DN^2) O(DN^2) 5573s 37.3GB

LCRON O(DN^2) O(DN^2) 5418s 38.2GB

D is impression number, N is the number of items per impression



Online Experiments
• Architecture: DSSM (Retrieval Stage) + MLP (Pre-ranking Stage)

Conclusions: 


• LCRON model achieves significant improvements in both revenue and ad conversions compared to the baselines. 


• Based on the results of rigorous A/B testing, LCRON has been fully rolled out on the Kuaishou advertising platform since 
January 2025. The two models trained under LCRON have successfully replaced the primary pathways (i.e., those with the 
highest weight) in the Matching and Pre-ranking stages, marking a major milestone in its industrial deployment.



Further Information & Contact
For more details, please refer to our paper and GitHub repository. We have included QR codes below for easy access.

If you have any questions need further information, please feel free to contact us.


We are also hiring! We’re actively looking for talented researchers and developers to join our team. If you're 
interested in AI and advertising systems, and want to work on impactful projects, don't hesitate to reach out!


Contact E-mail: wangyunli@kuaishou.com

GitHubPaper

mailto:wangyunli@kuaishou.com


Thanks for listening!


