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Attribution methods

Conflict of attributions

Definition 3.1. Given two partitions of n input variables N = {1, 2, ..

..,'n} and P = {Sl, S2, ceey S'm},

subject to N = J;- | Si, Vi # j, SiNS; =0, the conflict of attributions means that there exists a
coalition Sy such that the attribution of the coalition Sy is not equal to the sum of attributions of its
compositional variables, i.e. ¢p(Sk) # 3 ;c5, ¢n (i)

Table 1. Comparison between the solutions of the conflict of attributions in different attribution methods

Attribution methods

Solutions for the conflict of attributions

Shapley value (Shapley et al., 1953)

Efficiency axiom v(NN) = >,y @(i), but cannot ensure the efficiency
property, w.r.t. any arbitrary set S C N, i.e., p(S) # >, 5 0(i)

Banzhaf value (Penrose, 1946)

2-efficiency axiom: B(i )+ B(j) {’ i})
but do not satisfy B(S Z cs B

Joint Shapley value (Harris et al., 2021)

Joint linearity, dummy, efficiency, anonymity, symmetry axioms, but estimating
the attribution of a set of features/interactions, like (Sundararajan et al., 2020)

Faith-Shap (Tsai et al., 2023)

Using a loss |[v(S) — 3=, . ¢(i)||* to alleviate the conflict

Our method

Proving the conflict is naturally unavoidable,
and quantifying the essential cause for the conflict




I Attribution value for a coalition

Reformulating attributions

Theorem 3.2. (Reformulation of the Shapley value,
proved in Appendix C) The Shapley value ¢(i) of
each input variable x; can be explained as ¢(i) =

2 _SCN.i€S |_},| [Lana(S) + Lor(S)]-

Theorem 3.3. (Reformulation of the Banzhaf value,
proved in Appendix D) The Banzhaf value B(i) of
each input variable x; can be reformulated as B(i) =
ZSC_N,iES 215—1|1 [Iaﬂd(S) T Iar(S)]'

Attribution of a coalition

%17

[Iand(T) aE Ior(T)]

Explaining the conflict of attributions

Theorem 3.4. (proved in Appendix E) For any coalition
S C N, we have ) ;. d(i) = Pshared(S) + Dconplics(S)-

: - def S : 2 :
Oshared(S) = @(.S) is the attribution component exist-

ing in both the coalition’s attribution p(S) and indi-
vidual input variable’s attribution ¢(i), thereby being
termed the shared attribution component. @onfiici(S) =

TNS . , )
Z’J‘Q\h’l’nﬁ‘#w,’l‘nS#S J_I"fl_l Uand(T') + 1/(T')] represents
the conflict (or difference) between the coalition attribution

and the individual variables’ attribution.

The conflict of attributions comes from
numerical effects of all interactions T that
contain just partial but not all variables in §



I Faithfulness of a coalition

Whether U; s dominates the major effect of ¢ (i) Experiments on toy functions
U; , o) — \m _
RG) = —Yusl g fl@) = v Ter, @
Ui, s| + |U; 5
' where x = [x1, Z2; ..., Tpn] € {0,1}",Vi # 5, T; # Tj.
Significance of the variable i participating in § For coalition S,
ey - (1) purely faithful coalitions
> ros 7 (Hana(T)] + |1 (T)]) . S
R'(i) = TQQ'ITI = s, WES 3,25 AV, TinS=0
>_rr3; 7o (Hana (T7)| + [Lor (T7)]) (2) partially faithful coalitions
AL,T;, 2 SAALT;NS+FDOAT, NS +5)
Significance of the entire coalition S (3) purely unfaithful coalitions others
; Table 4. Coalition faithfulness metrics on toy functions
2L (Lana (1) + Lo (T
Q(S) = ZTQS 'T|(|, and ()] + e (1)) Esi[R(2)] Ei[R' ()] Ef[Q(S)]
ZT’ CN,T'NSH® %Iil (Iland(T’)| o II;»,r('l")|) purely faithful coalitions | 0.944 0.936 0.948

partially faithful coalitions| 0.471 0.608 0.590
purely unfaithful coalitions| 0.031 0.016 0.013




I Experimental Results of faithfulness metrics

R(i) R'(i) R(i) R'(D)

X3 Ll el X3 0373 0.a0%

Qllxg xp %)) QUixy, 2y, x8})
x4 o o680 s 3 0398 0.437 0ASS
Xy 0508 0,663 Xn 0384 0.302
X3 o787 0791 x; 0352 03

Qifxy x4 x5]) Q([x3, %4 %5})
*4 o403 0459 o2 Xy 0449 0.470 0.310
X3 ono7 0.644 Xy o2n 0.225

Table 5. Coalition attribution metrics on SST-2 dataset

Sentences | Bert-large

Q({mesmerizing performances}) = 0.743
It {mesmerizing }) = 0.690, R'({{mesmerizing } ) = 0.682
R({performances}) = 0.677, R'({performances}) = 0.685

(a) the mesmerizing performances of the leads keep
the film grounded and keep the audience riveted.

Q({rivaling blair}) = 0.425
R({rivaling}) = 0.145, R'({rivaling}) = 0.391
R({blair}) = 0.250, R'({blair}) = 0.166

(b) one of creepiest, scariest movies to come along in a long,
long time, easily rivaling blair witch or the others

Sentences | LLaMA

Q({mesmerizing performances}) = 0.746
R({mesmerizing}) = 0.611, R'({mesmenzing}) = ().652
R({performances}) = 0.726, R'({performances}) = 0.739

{a) the mesmerizing performances of the leads keep
the film grounded and keep the audience riveted.

QQ({rivaling blair}) = 0.312
R{{rivaling}) = 0.238, R'({rivaling}) = 0.429
R({blair}) = 0.277, R'({blair}) = 0.286

(b) one of creepiest, scariest movies to come along in a long,
long time, casily rivaling blair witch or the others




I Application: explaining the Go game

Input Go Games Top-ranked coalitions selected by Top-ranked coalitions selected by the
from KataGo professional Go players interaction strength
(a) : 0({6,7,8,10})= -0.93 @({2,7,10})=1.07 ®({3,5,7})=-0.84 @({3,7,8})=3.41
.+ shamkanks iLs 1) o 2 o (3) 10 (4) 10
: o o ¥ ®0 > 9 089
i i { QQ . e Qa = m ° s
*Q 'O 19 °Q
: ®e s Q (X -0
1 P © (1] (1] (1]
(b) - o ¢({2,4,8})=1.39 @{{2.3,7})=2.03 @({4,5,9})=1.98 @({5,9,10})= —1.86
$i e O o o B o o
a ®e [ B 1 2% 21
KS L] @ 3 o L B L] & 3 o L] 4 3 o
! 59 00 L6 800
L) 10} ®

Figure 2. Visualization of two approaches for the selection of coalitions in KataGo. For a coalition S, ¢(S) > 0 means the coalition S of
stones makes a positive numerical effect for the white, while it makes a negative effect when ¢(.5) < 0.
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