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Preliminary

[Credit to Arthur Gretton]

Hilbert-Schmidt Independence Criterion

p-value: the probability of obtaining results as 
extreme as, or more extreme than, the observed 
results, assuming the null hypothesis is true. 
p-value <    : reject. 
p-value >    : fail to reject.

Hypothesis Testing
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A Motivating Example

• p-value of HSIC with default settings on the whole sample is 0.1359 >0.05, fails to reject. 
• Just a specific case, but it does reflect the shortcomings of HSIC in dealing with “extreme cases”. 

X ∼ U(−20,20), Y = s ⋅ e−x2 + ϵ, ϵ ∼ 𝒩(0,0.25), s ∈ {−1,1} with equal probability.



Examples in Psychology

Keles, B., McCrae, N., and Grealish, A. A systematic review: the influence of social media on depression, anxiety and psychological distress in adolescents.  
International journal of adolescence and youth, 25(1):79–93, 2020.

Time spent indulging in social media (t) Probability of depressive disorders (p)

Only excessive usage (large t)             ➡               Probability of depressive 📈

But the percentage of people with excessive usage time is small, which makes it hard to detect 
dependence between t and p.



Examples in Other Fields

Anomaly detection

Economics

Physics



A Motivating Example

• p-value of HSIC with default settings on the whole sample is 0.1359 >0.05, fails to reject. 
• p-value on the samples within the red rectangle is                    <0.05, reject.

X ∼ U(−20,20), Y = s ⋅ e−x2 + ϵ, ϵ ∼ 𝒩(0,0.25), s ∈ {−1,1}with equal probability.
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Rare Dependence

• Definition 📖:  The dependence patterns between two variables are significant 
only within a small range of the entire distribution’s support.  

• Goal 🎯: How to detect dependence even in the presence of rare dependence.  

• Idea💡: Automatically identifies and amplifies the significantly dependent sub-
population to make the dependence pattern obvious and easier to detect. 



Reweighting Function and Reweighted Distribution

• Idea💡: Automatically identifies and amplifies the significantly dependent sub-
population to make the dependence pattern obvious and easier to detect. 

• ➡  Change the original distribution! Resampling/Reweighting 

• Reweighting function: 

• C is a reference variable that can be either X or Y. 
• If X and Y are independent and C is either X or Y but not both, then X and Y are 

still independent in the reweighted distribution of (X, Y) with weight         .

ℬ ≜ {β : 𝒞 → ℝ≥0 ∣ 𝔼ℙXY
[β(C)] = 1} . ℙ̃(X, Y) = β(C)ℙ(X, Y) .

β(C)



Reweighted HSIC

• Reweighting function: 

• Question: What is a good reweighting function for us? 
• A possible criterion: maximize the dependence pattern in            .   

ℬ ≜ {β : 𝒞 → ℝ+ ∣ 𝔼ℙXY
[β(C)] = 1} . ℙ̃(X, Y) = β(C)ℙ(X, Y) .

= 𝔼ℙ [β(X)(ψX − 𝔼ℙ[β(X)ψX]) ⊗ (ϕY − 𝔼ℙ[β(X)ϕY])]
2

HS

HSICβ(X, Y) ≜ 𝔼ℙ̃ [(ψX − 𝔼ℙ̃[ψX]) ⊗ (ϕY − 𝔼ℙ̃[ϕY])]
2

HS

HSIC(X, Y) ≜ ∥ΣXY∥2
HS = ∥𝔼ℙXY

[(ψX − μX) ⊗ (ϕY − μY)]∥2
HS.

ℙ̃(X, Y)



Reweighting Function and Reweighted Distribution

• Sample version:  

• V-statistics: 
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Reweighted HSIC

• Optimization Problem: 

•

arg min
β
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β + λ1∥ω∥2
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Reweighted HSIC



Generalization Guarantee
HSICβ*(X, Y) − HSIC ̂β(X, Y)
= [HSICβ*(X, Y) − HSICβ*

b (𝒟)]
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Conditional Independence Version

• Population version:  

• Sample version:  

• Threshold estimation: conditional permutation [Runge, 2018].

JCI
β ≜ ∥Σβ

··XY|Z
∥2

HS = 𝔼ℙ̃ [(ψβ
··X∣Z
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··X∣Z
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Y∣Z])]
2

HS

where ψβ
··X|Z
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Y|Z ≜ ϕY − 𝔼ℙ̃[ϕY |Z] .
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Runge, J. Conditional independence testing based on a nearest-neighbor estimator of conditional mutual information.  
In International Conference on Artificial Intelligence and Statistics, pp. 938–947. PMLR, 2018.

ℬ = {β : 𝒞 × 𝒵 → ℝ≥0 ∣ 𝔼ℙXY∣Z
[β(C, Z)] = 1} . ℙ̃(X, Y ∣ Z) = β(C, Z)ℙ(X, Y ∣ Z) .



Causal Discovery in the Presence of Rare Dependence 



Causal Discovery in the Presence of Rare Dependence 



Causal Discovery in the Presence of Rare Dependence 
Algorithm



Causal Discovery in the Presence of Rare Dependence 
Algorithm



Experimental Results



Conclusion and Future Work

• We portray the problem of rare dependence. 
• We propose a novel testing method that combines kernel-based independence tests 

with adaptive sample importance reweighting.  
• We also extend the idea to detect conditional rare independence. In addition, we 

integrate our reweighting CI tests into the PC algorithm for causal discovery in the 
presence of rare dependence. 

• Extension: distribution & bound for CI statistics, RDPC with less assumptions 
• Extension: without data splitting/ towards high-dimensional variable.


