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Bacckground: The Rate-Distortion-Perception tradeoff

Blau and Michaeli demonstrated the apparent tradeoff between the perceptual quality and the distortion measure
that widely exists in various distortion measures [1] (CVPR2018), and extended the classic rate-distortion tradeoff
to a triple tradeoff version [2] (ICML2019):

R (D,P ) = min
p(x̂|x)

I
(
X; X̂

)
s.t. Ex,x̂∼p(x,x̂) [d (x, x̂)] ≤ D,

dp (px, px̂) ≤ P.

(1)

• They define the perceptual quality index
dp (px, px̂) based on some divergence between
distributions of the source and reconstructed
images (supported by GAN-based schemes).

• It surpasses the support of Shannon’s classical
information theory, thus shifting our focus to
semantic information theory [3] that focuses
on higher-level information processing [4].
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Figure 1: Comparing our method, HiFiC, to the original, as well as BPG at a similar bitrate and at
2× the bitrate. We can see that our GAN model produces a high-fidelity reconstruction that is very
close to the input, while BPG exhibits blocking artifacts, that are still present at double the bitrate. In
the background, we show a split to the original to further indicate how close our reconstruction is.
We show many more visual comparisons in Appendix B, including more methods, more bitrates, and
various datasets. Best viewed on screen.

be traded for better perceptual quality by minimizing the mismatch between the distributions of the
input and the reconstruction, e.g., with Generative Adversarial Networks (GANs) [17]. While [9]
presents comprehensive theoretical results, the rate-distortion-perception trade-off is only explored
empirically on toy datasets.

In this paper, we address these issues with the following contributions:

1. We propose a generative compression method to achieve high quality reconstructions that are very
close to the input, for high-resolution images (we test up to 2000×2000 px). In a user study, we
show that our approach is visually preferred to previous approaches even when these approaches
use more than 2× higher bitrates, see Fig. 3.

2. We quantitatively evaluate our approach with FID [18], KID [8], NIQE [35], LPIPS [57], and
the classical distortion metrics PSNR, MS-SSIM, and show how our results are consistent with
the rate-distortion-perception theory. We also show that no metric would have predicted the full
ranking of the user study, but that FID and KID are useful in guiding exploration. Considering this
ensemble of diverse perceptual metrics including no-reference metrics, pair-wise similarities, and
distributional similarities, as well as deep feature-based metrics derived from different network
architectures, ensures a robust perceptual evaluation.

3. We extensively study the proposed architecture and its components, including normalization
layers, generator and discriminator architectures, training strategies, as well as the loss, in terms
of perceptual metrics and stability.

2 Related work

The most frequently used lossy compression algorithm is JPEG [50]. Various hand-crafted algorithms
have been proposed to replace JPEG, including WebP [54] and JPEG2000 [43]. Relying on the
video codec HEVC [42], BPG [7] achieves very high PSNR across varying bitrates. Neural com-
pression approaches directly optimize Shannon’s rate-distortion trade-off [14]. Initial works relied
on RNNs [45, 47], while subsequent works were based on auto-encoders [5, 44, 1]. To decrease
the required bitrate, various approaches have been used to more accurately model the probability
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Figure: An example presented by HifiC [5] (NeurIPS2020)
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A semantic information viewpoint
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Figure: An illustration of the optimization direction for Synonymous Variational Inference.

• Basic assumption: Images in an ideal synset X sharing the same latent synonymous representation ys.
• Optimization direction: Minimizing a partial semantic KL divergence, i.e., minEx∼p(x)DKL,s

[
q||pỹs|X

]
.
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Synonymous Variational Inference: Derivation

Lemma

When the source considers the existence of an ideal synset X and the decoder places the reconstructed sample in a
reconstructed synset X̃ , the minimization of the expected negative log synonymous likelihood term

minEx∼p(x)Eỹ∼q

[
− log pX |ỹs

(X |ỹs)
]

⇐⇒ minλd · Ex∼p(x)Eỹ∼qEx̃i∈X̃ |ỹs
[d (x, x̃i)] + λp · Eỹ∼qEx̃i∈X̃ |ỹs

DKL
[
px||px̃i

]
,

(2)

in which λd and λp are the tradeoff factors for the expected distortion (typically expected means-squared error, i.e.,
E-MSE) term and the expected KL divergence (E-KLD) term, respectively.

By using the proposed SVI, i.e., minimizing the partial semantic KL divergence given in (??),

Ex∼p(x)DKL,s
[
q||pỹs|X

]
= Ex∼p(x)Eỹ∼q

[
�����: 0
log q (ỹ|x)− log pX|ỹs

(X |ỹs)︸ ︷︷ ︸
Tradeoff in Lemma

− log pỹs (ỹs)︸ ︷︷ ︸
Rate

]
+ const. (3)

This target corresponds to a Synonymous Rate-Distortion-Perception Tradeoff, which can be shown as
LX = λr · Ex∼p(x)

[
− log pŷs (ŷs)

]︸ ︷︷ ︸
Synonymous Coding Rate

+λd · Ex∼p(x)Ex̂i∈X̂ |ŷs
[d (x, x̂i)]︸ ︷︷ ︸

Expected Distortion

+λp · Ex̂i∈X̂ |ŷs
DKL

[
px||px̂i

]
︸ ︷︷ ︸
Expected KL Divergence (Perception)

, (4)
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Compatibility Analysis
• Compatibility with Existing Rate-Distortion-Perception Tradeoff: When the reconstructed synset is not

considered (equal to the reconstructed synset contains only one sample, represented as X̂ = {x̂}), the
optimization objective will be degraded into the existing rate-distortion-perception tradeoff:

R (X ) = min
p(X̂ |x)

I
(
X;

ˆ̊
X

)
s.t. Ex∼p(x)Ex̂i∈X̂ |ŷs

[d (x, x̂i)] ≤ D,

Ex̂i∈X̂ |ŷs
DKL

[
px||px̂i

]
≤ P,

X̂={x̂}−−−−−→

R (D,P ) = min
p(x̂|x)

I
(
X; X̂

)
s.t. Ex∼p(x) [d (x, x̂)] ≤ D,

DKL [px||px̂] ≤ P,

(5)

• Compatibility with Traditional Rate-Distortion Tradeoff: When the ideal synset is not considered (equal to
the ideal synset contains only the original image, represented as X = {x}), the expected synonymous
likelihood term will be degraded into the usual likelihood term, i.e.,

Ex∼p(x)Eỹ∼q

[
− log pX|ỹs (X|ỹs)

] X={x}−−−−−→ Ex∼p(x)

[
− log px|ỹ (x|ỹ)

]
. (6)

Therefore, the relationship with the traditional rate-distortion tradeoff can be represented by
R (X ) = min

p(X̂ |x)
I
(
X;

ˆ̊
X

)
s.t. Ex∼p(x)Ex̂i∈X̂ |ŷs

[d (x, x̂i)] ≤ D,

Ex̂i∈X̂ |ŷs
DKL

[
px||px̂i

]
≤ P,

X={x}−−−−−−−→
(X̂={x̂})

R (D) = min
p(x̂|x)

I
(
X; X̂

)
s.t. Ex∼p(x) [d (x, x̂)] ≤ D.

(7)

Z. Liang (BUPT) Synonymous Variational Inference for Perceptual Image Compression June 15, 2025 5 10



Framework of Synonymous Image Compression (SIC)
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Figure: Processing frameworks of SIC. (a) The general framework. (b) The progressive framework.

We implement a progressive SIC model, and optimize it with a group of loss functions that alternatively train for
the level l = 1, 2, · · · , L step by step, i.e.:

L(l) = αL(l)
X + (1− α)L(L)

X + L(l)
c , l = 1, 2, · · · , L, (8)

in which L(l)
X is represented by

L(l)
X = Ex∼p(x)

[
−λ

(l)
r · log p

ŷ
(l)
s

(
ŷ
(l)
s

)
+

1

M

M∑
i=1

(
λ
(l)
d · MSE

(
x, x̂

(l)
i

)
+ λ

(l)
p · LPIPS

(
x, x̂

(l)
i

))]
, (9)
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Experimental Illustration: Results and Analysis
We focus on the DISTS measure [6], due to its resampling tolerance, which aligns more closely with the human
understanding of perceptual similarity, i.e., typified synonymous relationships.

0.0 0.1 0.2 0.3 0.4 0.5 0.6
Bits Per Pixel (BPP)

0.05

0.10

0.15

0.20

0.25

D
IS

T
S

 (
↓

)

CLIC2020 test

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Bits Per Pixel (BPP)

0.05

0.10

0.15

0.20

0.25

D
IS

T
S

 (
↓

)

DIV2K validation

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Bits Per Pixel (BPP)

0.1

0.2

0.3

D
IS

T
S

 (
↓

)

Kodak

BPG VTM HiFiC MS-ILLM MS-ILLM (No-GAN) Progressive SIC (Ours, M=1)

Figure: Comparisons with methods [7, 8, 5, 9] using DISTS on different datasets.

Experimental results show perceptual quality adaptability across various rates using a single model, with the
perceptual quality of the reconstructed image improving as the coding rate increases.
For the concerned DISTS measure, our method surpasses the No-GAN MS-ILLM solution (also trained with
LPIPS) in a large coding rate range. This performance is demonstrated under conditions where the PSNR quality
continuously approaches and even exceeds the comparison No-GAN schemes, and the LPIPS quality remains very
similar, thus verifying a comparable rate-distortion-perception performance.
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Experimental Illustration: Results and Analysis
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Figure: Visualization results of reconstructed images at different synonymous levels using progressive SIC (M = 1).
Image from the CLIC2020 test set [10].

• Low synonymous levels −→ Low coding rates −→ Large Synset −→ Focus more on global content semantic;
• High synonymous levels −→ High coding rates −→ Small Synset −→ Focus more on local detail semantic.
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Thank you for your attention!


