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Background
 3DGS-based novel view synthesis:

Densification operation in adaptive density control fails to distribute Gaussian 
primitives effectively in certain regions.

 Attempts on optimizing densification operation of 3DGS:
Enhancing the calculation of position gradient of Gaussian primitives.
Proposing additional metrics to select primitives to be densified.
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[1] Kerbl, Bernhard, et al. "3D Gaussian Splatting for Real-time Radiance Field Rendering." (TOG 2023).
[2] Barron, Jonathan T., et al. "Mip-NeRF 360: Unbounded Anti-aliased Neural Radiance Fields." (CVPR 2022).



Motivation
 Achieving high-fidelity reconstruction without largely increasing rendering 

overhead is challenging:

[3] Zhang, Zheng, et al. "Pixel-GS: Density Control with Pixel-aware Gradient for 3D Gaussian Splatting." (ECCV 2024).



Motivation
 Limited utilization of human perception makes subtle structures 

overlooked and reduces perceptual quality:

(a) 3DGS (b) 3DGS+Sobel (c) Ours



Motivation
 The inability to adapt densification to scene-specific properties makes 

current approaches fail on certain scenes:

[4] Fang, Guangchi, and Bing Wang. "Mini-Splatting: Representing Scenes with a Constrained Number of Gaussians." (ECCV 2024).



Contribution
 Perception-aware representation: Allowing each Gaussian primitive to adapt 

to perceptual sensitivity across different spatial regions through Perceptual 
Sensitivity Extraction and Dual-branch Rendering.

 Perceptual sensitivity-adaptive distribution: Allocating Gaussian primitives 
dynamically based on perceptual sensitivity in different areas through Perceptual 
Sensitivity-guided Densification and Scene-adaptive Depth Reinitialization.

 State-of-the-art performance and generalizability: Perceptual-GS achieves 
state-of-the-art performance with fewer Gaussian primitives and can be integrated 
with other 3DGS-based methods.



Method
 Perceptual-GS: Integrating multi-view perceptual sensitivity into the 

training process to optimize the distribution of Gaussian primitives.

 Sensitivity map rendering:
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 Gaussians to be densified in Perceptual 
Sensitivity-guided densification:

𝓖𝓖𝐷𝐷 = 𝒢𝒢𝑖𝑖 𝜔𝜔𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 > 𝜏𝜏𝜔𝜔 ∧ 𝑖𝑖 ∈ 1,𝑁𝑁 ∩ 𝓖𝓖ℎ ∪ 𝓖𝓖𝑚𝑚 ,
𝓖𝓖ℎ = 𝒢𝒢𝑖𝑖 𝜖𝜖𝑖𝑖 > 𝜏𝜏ℎ ∧ 𝑖𝑖 ∈ 1,𝑁𝑁 ,
𝓖𝓖𝑚𝑚 = {𝒢𝒢𝑖𝑖|𝜖𝜖𝑖𝑖 ∈ [𝜏𝜏𝑙𝑙 , 𝜏𝜏ℎ] ∧ 𝑖𝑖 ∈ [1,𝑁𝑁]},
𝜔𝜔𝑖𝑖
𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑀𝑀𝑀𝑀𝑀𝑀({∑𝐮𝐮∈𝒑𝒑𝒑𝒑𝐱𝐱𝑣𝑣 𝜔𝜔𝑖𝑖

𝑣𝑣 𝐮𝐮 |𝑣𝑣 ∈ 𝐕𝐕}).

 Opacity decline for clone operation:
�𝛼𝛼 = 1 − 1 − 𝑂𝑂𝑂𝑂(𝛼𝛼)



Experiments
 Results on reconstruction quality:

[5] Mallick, Saswat Subhajyoti, et al. "Taming 3DGS: High-quality Radiance Fields with Limited Resources." (SIGGRAPH Asia 2024).
[6] Wang, Zhou, et al. "Image Quality Assessment: from Error Visibility to Structural Similarity." (TIP 2004).
[7] Zhang, Richard, et al. "The Unreasonable Effectiveness of Deep Features as a Perceptual Metric." (CVPR 2018).
[8] Knapitsch, Arno, et al. "Tanks and Temples: Benchmarking Large-scale Scene Reconstruction." (TOG 2017).
[9] Hedman, Peter, et al. "Deep Blending for Free-viewpoint Image-based Rendering." (TOG 2018).
[10] Xiangli, Yuanbo, et al. "BungeeneRF: Progressive Neural Radiance Field for Extreme Multi-scale Scene Rendering." (ECCV 2022).

a. Quantitative results in reconstruction quality. 

b. Qualitative comparison results on BungeeNeRF.



Experiments
 Results on reconstruction efficiency:

c. Quantitative results in reconstruction efficiency. 

d. Effect of Opacity Decline and Dual-branch Rendering. 



Experiments
 Results of the proposed method integrating with different models:

e. Quantitative results on Mip-NeRF 360, Tanks & Temples and Deep Blending. 

f. Quantitative results on BungeeNeRF. 

g. Quantitative results on 24-view Mip-NeRF 360. 

[11] Zhang, Jiawei, et al. "CoR-GS: Sparse-view 3D Gaussian Splatting via Co-regularization." (ECCV 2024).



Experiments
 Ablation study:

h. Ablation studies on different modules. 

i. Ablation studies on hyperparameters. 



Code: https://github.com/eezkni/Perceptual-GS
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