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1
Introduction & Contributions



Group (Proportional) Fairness 

Protected group ratio in each cluster ≈ Protected group ratio in the entire dataset 

▪ Fair Clustering

Why it matters? 

Biased clustering —> Unfair downstream decisions 

Examples: customer segmentation, medical cohorts



▪ Existing works

Categories of fair clustering methods 

Pre-processing 

Build fair representation —> Apply clustering 

In-processing 

Jointly optimize clustering objective + fairness penalty 

Post-processing 

Find fair assignments given fixed cluster centers 

Q. Can existing methods achieve the optimal trade-off between utility and fairness? 



▪ Contributions

- A novel decomposition of the fair K-means clustering cost: 

Transport cost of building an aligned space 

+ Clustering cost in that aligned space 

- A new fair clustering algorithm (FCA), that is stable and guarantees convergence. 

- Theoretically, FCA yields an approximately optimal fair clustering. 

- Experimentally, FCA outperforms baseline fair clustering methods. 



2
Main results



- Fair clustering can be found by matching. 
- How can we find matchings that yield the optimal fair clustering?

▪ Idea



If the sizes of the two protected groups are equal, 
then there exists a one-to-one map between the two groups.

▪ Main results



Even when the sizes of the two protected groups are unequal, 
we have a similar decomposition result using a stochastic matching map.

▪ Main results



3
Algorithm



▪ Overview



▪ Proposed algorithms



4
Theoretical studies



▪ Approximation guarantee

- FCA-C returns a -approximate solution, where  is the 
approximation error of a standard clustering algorithm used to find 
initial cluster centers.

(τ + 2) τ

- The rate  is similar to / better than existing algorithms.(τ + 2)



▪ Control of fairness level

▪ Balance bound

- Balance is bounded by  (i.e., the fairness level that FCA-C controls).ϵ



5
Experiments



▪ Outperformance of FCA



▪ Fairness level control

▪ Stability / Robustness



▪ Partitioning technique

▪ Linear program vs. Sinkhorn



6
Conclusion



- Decomposition: Alignment + Clustering 
- FCA: stable and provable fair K-means clustering algorithm  
- FCA-C: a variant of FCA, which can control fairness level

▪ Summary

- Applying FCA to other clustering algorithms such as model-based clustering, 
e.g., Gaussian mixture.

▪ Future works



Questions? Email me at: 

kwkim.online@gmail.com
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