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Relatable IT Automation Domains

Lﬂ Problem Report for macOS
\}
Your computer was restarted because of a problem. K
This report will be sent to Apple automatically.
Your PC ran into a problem that it couldn't ¢
handle, and now it needs to restart. .
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CrowdStrike Outage: The Day IT Stood Still

A single software update brought down:

* & o

Airlines Hospitals Banks 911 Services

8.5M Devices $5.4B Impact
79 min fix Days of
Recovery

These scenarios happen frequently per day across every large organization




How LLM agents can Help?
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Uniqueness of the IT Domain

Scale & Diversity Risk Assessment
Hundreds of Every action needs
interconnected services, evaluation: downtime risk?
each with different Security vulnerabilities?

technologies and failure
modes



Introducing ITBench

=
IT-Bench Q' Leadeaboard
Rank & Publish T

Agent Build & .
Builder | Register, |(°_°p Agent

Actiunl 1Infu. o Agent result 1
Benchmark Runner
Realistic environments Real-world grounded scenarios

Hides IT domain complexity Rigorous evaluation framework




ReAct
Agents

Thought:
System is
offline. Let
me get the
most recent
events.

Baseline Agents

>

APls/Tools

(Computer Agent Interface)

* Observe
* Environment Update

Action:
Use tool
get_events ()

o 4

Environment

Observation:
Code change
occurred in file
XyZ




Success Rate (%)
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Site Reliability Engineer (SRE)

42 scenarios

Promise of Agents
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Chief Information Security Officer

(CISO)
50 scenarios
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SRE Scenarios
_ Failure Mitigation .
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CISO Scenarios
_ Policy Generation y
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FinOps Scenarios
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Why is ITBench HARD for LLM agents?



Handling LLM Context is Challenging!

Task: ldentify events causing the alerts

& Active Alerts _| Recent Events (Observations)

RequestErrorRate - payment 00:05:40Z - NetworkPolicy Applied
Error rate; 0.58 | Active since; 00:06:24Z default-deny-all-ingress applied cluster-wide (reverted at 00:06:40Z7)

RequestErrorRate - checkout 00:05:35Z - ConfigMap Modified
Error rate: 0.45 | Active since: 00:06:22Z Feature flag enabled for handling additional currencies

Gemini 2.5 Pro ( INCORRECT Claude Sonnet 4 ( INCORRECT Magistral Medium 3 ( INCORRECT

]

Irrelevant, conflicting context, non LLM friendly language
> Confidently incorrect decisions
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Long Horizon Planning is Challenging!

Start ~ — End
N \\// \f

Agent Trajectory
(GPT-40 = 93 turns)

-

Each Step = Potential Catastrophe
State changing actions can be hazardous
* No test time compute
Failure to achieve stated goals

~

)

Turn 1: kubectl get pods --all-namespaces

Turn 2: kubectl describe node production-

worker-03
Turn 3: kubectl get pv | grep critical-data
Turn 4: kubectl logs payment-service-xyz

Turn 5: kubectl get deployments -n production

Turn 45: kubectl get nodes —--show-labels

Turn 46: kubectl describe pv critical-data-pv
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One Platform. Many Challenges. Why ITBench?

4 Multi-Agent Co- N\
ordination
Effective collaboration
between various agents

(e.g., diagnosis agent and
- mitigation agent) %

-

followi d lainabilit
_fo owing and explaina ility

~
Agent-Human Interaction

Effective instruction

4 )

Evaluation
Assess quality of
agent actions for IT

\_ Mmanagement tasks

/

System Complexity

including hardware and

\
Manage the full IT environment

\__Software stacks, networks

g

Ensure system integrity and
prevent catastrophic failures
(e.g., database deletions)

ggg— ITBench — L
/ ‘ AN .

o ¥

4 Safety )

4 )
Data Heterogeneity

Understand logs,
metrics, configs, code

4 )

Robustness
Handle noise and unpredictability
in live environment (e.g., network

J

latency variations) y

o

4 ] )
Long Context Reasoning

Reasoning over massive IT
data (e.g., causal analysis
g (e.g y )/
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Growing with the Community

& For Agent Developers W For Contributors
e Explore sample scenarios on GitHub e Submit new scenario families
e Develop agents for realistic problems e Contribute evaluation metrics
e Submit to our leaderboard e Share domain expertise
e Benchmark against state-of-the-art e Help expand to new IT domains

0.0
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https://github.com/ITBench-Hub/itbench
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Thank You

See you at the poster
session!
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ITBench on GitHub

[=]

Poster #W-103
West Exhibition Hall B2-B3

https://github.com/ITBench-Hub/itbench
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