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Decision trees are 
interpretable

But tree ensembles
 are not

Why?

We take many explanation types and study 
the computational complexity of computing 
them for individual models vs. ensembles.
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Motivation Classic complexity results Parameterized complexity results

Decision trees/
Linear models

Ensembles of Decision 
trees/Linear models

Neural Networks
Ensembles of 

Neural Networks

An ensemble with many tiny models is still 
computationally hard to explain!

In ensembles with a low number of decision 
trees, explanations can be computed efficiently!

SHAP Explanations
Minimum Contrastive/Counterfactual Explanations

Minimum Sufficient Explanations
Probabilistic Explanations

Robust notions of Explanations

NP-Hard 
(at least…)

Ensembles with even two linear models, are 
already computationally hard to explain!!

NP-Hard 
(at least…)

Polynomial!

Explaining 
base models

Explaining 
ensembles

Provably the same complexity.

Can we provide a mathematical answer?


