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AI Models Are Now Being Used for Decision-Making

Computer-Using Agent (OpenAI)

Laundry Robot 
(Physical Intelligence) 

Agentic Search (Perplexity)

Autonomous Driving (Waymo)

https://openai.com/index/computer-using-agent/
https://www.physicalintelligence.company/blog/pi0
https://www.perplexity.ai/comet
https://waymo.com/waymo-one/


Understanding why they make a
particular decision has become

ever so important!



Debugging & Model Development
Helps in identifying failure cases, spurious 

correlations, and overfitting.

Auditing & Regulatory Compliance
Essential for regulated domains like finance, 

healthcare, and law.

Traceability
We need to trace outcomes back to causes, especially 

in failure scenarios.

Human-AI Collaboration
For effective interaction, humans need to understand

what the AI “thinks”.

Trust & Adoption
Users and stakeholders are more likely to trust

decisions they can understand.

Why Do We Care?

Understanding the model helps with,



Why Is It a Difficult Problem?
Let’s consider a simple case of a image classifier.

Zebra



Zebra

What could be the reasons?
Four legs, 
Dry grass in background, 
Black and white stripes,
So on...

Why Is It a Difficult Problem?
Let’s consider a simple case of a image classifier.

We don’t know!!



Why Is It a Difficult Problem?

There could be hundred different reasons for the NN to make that decision and identifying
them with human cognition is not feasible and limits the reasoning.

Concepts learned by NN. 
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Generated Concepts
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How Do We Do It?
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1c

Time step: 0
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Zebra Class

Action Set:

     : Stripes

     : Mud

     : Square

     : Running

a1

a2

a3

a4

Selecting “Stripes” action.

Got a high reward.
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Qualitative Results

Comparison of concepts identified by different methods. RLPO can show the correspondences
between test image and different generated concepts.



Quantitative Results
In the table below, TS  means TCAV score, CS & ED means cosine similarity and euclidean distance with
CLIP embedding, and RCS & RED means cosine similarity and euclidean distance with ResNet50
embedding of class data and concepts.

c,m



Use Case I: Fine-tuning Models To Focus On Relevant Concept
RLPO identified that for Tiger class, the base GoogleNet model gives equal importance to both
foreground and background in the input. We then fine-tuned the model to focus more on foreground
than background.

Important concepts for “Tiger” class in pre-trained GoogleNet model.

Concept shift of GoogleNet model for
“Tiger” class.



Use Case II: Understanding Model Bias
Using RLPO, we generated a gender concept for a CelebA-trained blonde versus non-blonde classifier and

found that,

 1.Concepts generated for the female face are more important than male face.1.
2.When we train RLPO to capture higher-level semantic concepts (such as gender), it starts combining

one or more low-level concepts (such as long and blonde hair).



Other Advantages of RLPO

With RLPO, we can get explanations at different level of abstraction. Starting from a "zoo" seed
prompt, the generated concepts evolve into tiger-like features, gaining animal shape (t=10),
stripes (t=20), tiger colors (t=30), and finally a refined tiger. The classifier’s prediction also shifts
from “oxcart” to confidently “tiger.”
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Beyond Images...

RLPO can also be used in identifying important concepts in sentiment analysis task. Here, instead
of a diffusion model, we make use of Mistral-7B Instruct model to generate relevant concepts
for the TextCNN sentiment classifier pre-trained on IMDB sensitivity dataset.
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