
MMInference: Accelerating Pre-filling for Long-
Context VLMs via Modality-Aware Permutation 
Sparse Attention 
Yucheng Li♢, Huiqiang Jiang†, Chengruidong Zhang, Qianhui Wu, Xufang Luo, Surin Ahn,
Amir H. Abdi, Dongsheng Li, Jianfeng Gao, Yuqing Yang, Lili Qiu

Microsoft Corporation, ♢University of Surrey

https://aka.ms/MMInference

Microsoft Research



Observation 1: VLMs are also dynamically sparse.

❑ Multi-modality Attention is Dynamically Sparse
❑ However, VLMs exhibit significantly lower sparsity than text-only 

LLMs (95% attention recall requires 5.78% vs. 1.78%). Still, 52.3% of 
heads need to recall less than 2% of attention.



Observation 2: Grid Head in VLMs
❑ Local tokens in temporal and 

spatial dimensions are evenly 
distributed within the attention 
map.

❑ Stride and starting position vary 
with context, the horizontal and 
vertical lines are evenly spaced and 
often symmetrical.



Observation 3: Modality Boundaries in Multi-
Modal Input
❑ 1) Intramodality consistency; 2) Modality-separated continuity



Observation 4: Sparse Distributions Continuity 
Across Boundaries

Figure 7: The sparse index does not effectively extrapolate from text to the visual modality. 
However, an index built within the same modality can generalize across modality 
boundaries.
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MMInference: Grid Head in Multi-Modality



MMInference: Q-Boundary pattern



MMInference: 2D-Boundary pattern



How effective is MMInference? Long-Video Benchmark



How effective is MMInference? V-NIAH



How effective is MMInference? MM-VIAH



How efficient is MMInference? - E2E & MicroBench



Transition of Sparse Patterns Across Modalities

❑ The VS pattern shifts to a Grid pattern when the input transitions 
from text to visual.



Discussion-Sparse DiT

DiTFastAttn

Sparse VideoGen AdaSpa

STA SpargeAttn


	Slide 1: MMInference: Accelerating Pre-filling for Long-Context VLMs via Modality-Aware Permutation Sparse Attention  
	Slide 2: Observation 1: VLMs are also dynamically sparse.
	Slide 3: Observation 2: Grid Head in VLMs
	Slide 4: Observation 3: Modality Boundaries in Multi-Modal Input
	Slide 5: Observation 4: Sparse Distributions Continuity Across Boundaries
	Slide 6: MMInference
	Slide 7: MMInference
	Slide 8: MMInference: Grid Head in Multi-Modality
	Slide 9: MMInference: Q-Boundary pattern
	Slide 10: MMInference: 2D-Boundary pattern
	Slide 11: How effective is MMInference? Long-Video Benchmark 
	Slide 12: How effective is MMInference? V-NIAH
	Slide 13: How effective is MMInference? MM-VIAH
	Slide 14: How efficient is MMInference? - E2E & MicroBench
	Slide 15: Transition of Sparse Patterns Across Modalities
	Slide 16: Discussion-Sparse DiT

