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Objective
Given random bases  generated 
by a seed  and a local update , we want to project the 
update  into coordinates


V = [v1v2⋯vK] ∈ ℝd×K
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 Coordinates Random Bases

 Calculating this inversion is very costly!

Our Solution Ferret

2. Blockwise Reconstruction 

Approximate  with V⊤V IK

Divide the full dimension  into  blocks. Then for 
each block , we have

d L
l

• Reduced communication cost 
• High computational efficiency 
• Fast convergence

Project a first-order gradient 
using random vectors and 

recover it using  
shared randomness

1. Reconstruction w/o Inversion


