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Explainable AI aims to improve the transparency of deep learning models. 

 

Feature attribution: quantify the importance of a given input feature in 
the model’s prediction. 

 

For high-dimensional data (images, sounds, volumes) pixel-based 
heatmaps. 



 

Pixels: intuitive for images but not well-suited for other modalities. 

 

Pixels (or superpixels) provide only spatial information, but do not capture 
information such as frequency content. 

 













More informative feature attribution 



Overlap experiment: WAM eliminates the corrupting audio from the 
interpretation 



Heatmaps on VesselMNIST volumes 

Decomposition of different scales on 3D MNIST examples 
Fine scales  Intermediate scales  Coarse scales 



WAM outperforms existing methods across a wide range of metrics, 
model topologies and datasets in the audio, images and volume cases. 

Quantitative evaluation 



We expand gradient-based feature attribution to the wavelet domain, a 
unified and more expressive domain. 

 

Future works could expand our approach to non smooth or non regular 
modalities such as text or point cloud data. 

 

More broadly, our work discusses the choice of the domain over which 
features are defined.  

Conclusions and perspectives 



Meet us at poster session 2 ! 


