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Background – LLMs memorize and regurgitate

GPT-2 and ChatGPT leaks PII on natural and 
adversarial prompts [Carlini et al., 2021, Nasr 
et al., 2023]
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Carlini et al. "Extracting training data from large language models." 30th USENIX security symposium (USENIX Security 21). 2021.

Nasr et al. "Scalable extraction of training data from (production) language models." arXiv preprint arXiv:2311.17035 (2023).



Background – DP for privacy protection in LLMs
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Differential privacy



Observation – a mismatch
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(𝜺, 𝜹)-DP---A Theoretical Guarantee Empirical Privacy

713-646-3393Do LLMs calibrated to the 
same DP guarantee share 
similar levels of empirical 
privacy?
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(𝜺, 𝜹)-DP---A Theoretical Guarantee Empirical Privacy

713-646-3393Do LLMs calibrated to the 
same DP guarantee share 
similar levels of empirical 
privacy?

LLMs calibrated to the same (𝜀, 𝛿)-DP using DP-SGD with 
different hyperparameters can have (very) different levels 
of empirical privacy!

Empirical Privacy Variance



Carol St. Clair EB 3889 
713-853-3989

713-853-3989 (Phone) 
713-646-3393 (Fax) 
carol.st.clair@enron.com

Fine-tuning dataset

Pre-trained

Fine-tuned

(𝑏ଵ, 𝑇ଵ, 𝜂ଵ; 𝜎ଵ)

𝑏 𝑇 𝜂 Empirical 
privacy

V
M

R

Experimental pipeline

6

0.9

0.5

0.0

(𝑏ଶ, 𝑇ଶ, 𝜂ଶ; 𝜎ଶ)

(𝜀, 𝛿)-DP

Require

713-646

3989 (Phone) chat.openai.com

3393 (Fax) carol.st.clair@enron

(𝑏ଷ, 𝑇ଷ, 𝜂ଷ; 𝜎ଷ)

9999 – better call saul!Configs achieving 
decent utility



Carol St. Clair EB 3889 
713-853-3989

713-853-3989 (Phone) 
713-646-3393 (Fax) 
carol.st.clair@enron.com

Fine-tuning dataset

Pre-trained

Fine-tuned

(𝑏ଵ, 𝑇ଵ, 𝜂ଵ; 𝜎ଵ)

𝑏 𝑇 𝜂 Empirical 
privacy

V
M

R

Experimental pipeline

7

0.9

0.5

0.0

(𝑏ଶ, 𝑇ଶ, 𝜂ଶ; 𝜎ଶ)

(𝜀, 𝛿)-DP

Require

713-646

3989 (Phone) chat.openai.com

3393 (Fax) carol.st.clair@enron

(𝑏ଷ, 𝑇ଷ, 𝜂ଷ; 𝜎ଷ)

9999 – better call saul!Configs achieving 
decent utility



Landscape of empirical privacy variance
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Trend: variance of memorization increases with 
model size, 𝜀, private information density



Landscape of empirical privacy variance
Implications

A model (calibrated to a given 𝜀⋆)

Models with stricter DP guarantees (𝜀 ≤ 𝜀⋆).

𝜺-to-risk relationship
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Passing the privacy test

Not passing the privacy test

If a legislative body runs privacy tests independent of 
𝜀 to determine a suitable 𝜀⋆ as a privacy standard
(i.e., 𝜀 ≤ 𝜀⋆ is acceptable), there will be unforeseen 
risks that undermine the intent of such a standard.

Legal Consequences



Effect of hyperparameters
Regression analysis

(N = 92) (N = 114)
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Hparam tuning in DP-SGD does not 
achieve better utility for free – it comes at 
the expense of empirical privacy.



Takeaways
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- Mismatch between what DP promises and memorization 
- Need to rethink what DP does (not) promise in the context of language 

models and beyond
- Need to think about better strategies of reporting DP guarantees


