
Overview

ShadowKV:  KV Cache in Shadows  
for High-Throughput Long-Context LLM Inference

With the widespread deployment of long-context LLMs, KV cache has emerged as a 
critical bottleneck by expanding linearly in size with the sequence length. 
 

We present ShadowKV, a high-throughput long-context LLM inference system 
that stores the low-rank key cache and offloads the value cache to reduce the 
memory footprint for larger batch sizes and longer sequences. 
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Motivation of ShadowKV
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✓ supports up to 6x larger batch sizes or longer sequences 
✓ boosts throughput by up to 3.04x on an A100 GPU without sacrificing accuracy 
✓ even surpassing the performance achievable with infinite batch size under the 

assumption of infinite GPU memory

✦ Pre-RoPE key caches are exceptionally low-rank 
✦ Pre-RoPE key caches share low-rank subspaces for a sequence and its continuation, 

but NOT across different sequences 
✦ Attention's quadratic scaling makes the linear cost of SVD decomposition negligible

Method

Memory Efficient Pre-filling: 
➡ Store the low-rank keys and offload the values to reduce the memory footprint 
➡ Build landmarks and outliers for accurate sparse attention 
High-throughput Decoding: 
➡ Approximate attention with landmarks → TopK chunk IDs → Sparse Attention 
➡ Overlapping Low-rank key cache reconstruction + offloaded value cache fetching

Accuracy Evaluation

We evaluate our approach on RULER, LongBench, 
and Needle In A Haystack (NIAH). 
★ShadowKV demonstrates excellent performance 

with a fixed sparse KV cache budget of 1.56%. 
★ShadowKV can process information at any position 

in context windows from 16K to 1M tokens.

Efficiency Evaluation

ShadowKV supports 6x larger batch sizes 
and boosts generation throughput up to 3.04x

ShadowKV supports 6x longer contexts 
without OOM.

★ShadowKV consistently surpasses Quest under 
the same sparse budgets and achieves higher 
throughput.


