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Uncertainty Quantification

Quantifying molel’s uncertainty is critical, 
especially in high stakes applications.

1. Calibration

2. Conformal Prediction
Two main used methods:



Temperature Scaling Calibration

How?
• Optimize the temperature to improve 

calibration

• Divide the model’s logits by a scalar named 
temperature

Key 
Idea

Adjusts confidence scores to better match 
actual correctness probabilities.



Conformal Prediction

Key Properties • Works with any model (black-box access)
• Acts as a post-processing step

Evaluating
Conformal 
Prediction?

1. AvgSize – average size of prediction sets
2. TopCovGap – worst-case gap in 
coverage across classes. 

*Note the for both metrics – the lower the better

Key Idea
Outputs a set of possible classes that is 

guaranteed to contain the true label with a 
user-defined confidence level.



Temperature Scaling Calibration 
Before Conformal Prediction?

We applied Temperature Scaling Calibration before running 
Conformal Prediction.



Temperature Scaling Before Conformal 
Prediction?

We applied Temperature Scaling with a range of 
temperatures before running Conformal Prediction.



Temperature Scaling Before Conformal 
Prediction?

•  Adaptive CP methods show similar patterns 
across all datasets:
• AvgSize rises, peaks, then declines.
• TopCovGap drops, reaches a minimum, 

then increases.

• trade-off between set size and conditional coverage — 
tunable via T

•  We developed a mathematical theory that 
explains this non-monotonic effect.

We applied Temperature Scaling with a range of 
temperatures before running Conformal Prediction.



Practical Guidelines to Practitioners

Use TS with Two 
temperature values

• 𝑇∗ for calibration
•  ෠𝑇 for controlloing CP trade-off

• Previous AvgSize/TopCovGap curves used 
large evaluation sets and 100 trials — not 
practical in real-world use.

How to calculate ෠𝑇 ? • We suggest using evaluation set for choosing 
෠𝑇, without violating exchangeability. 

• We empirically show that using 𝑛𝑒𝑣𝑎𝑙 ≈ 𝑛𝑐𝑎𝑙  in 
a single trial leads to good approximation of ෠𝑇.



Practical Guidelines to Practitioners

Prioritize prediction set sizes:

Prioritize conditional coverage:

use ෠𝑇 → 0

use ෠𝑇 → 𝑇𝑐



Thank you for your attention!

Paper Code

lahavdabah@gmail.com

For more details and experiments, check out our paper and code:
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