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Motivation

How to selection the 
Optimal LLM 

for a specific task?



Relative Work

LLM Selection has been 
widely studied, but there 
are most heuristic.

? What if we could 
truly understand the 
dynamics of LLM 
fine-tuning?



We need a theoretical framework to help us 
understand LLM behaviors in fine-tuning and 
assist to selection models.

Conclusion



Problem Formulation

 



Proposed Framework

Our theoretical analysis successfully unveils the phases transition during Fine-tuning!



Proposed Framework
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Experiments
More Accurate Model Selection



Experiments
More Efficient Model Selection



Summary

Key Contributions:

1. We propose a first-principled Hessian-based PAC-Bayes framework
Previous: Mostly focus on heuristic findings, and lack of theoretical foundation…

2. We introduce a more effective and efficient model LENSLLM

Better fit curving, Better model selection, Less computational cost…

3. Solid method and Comprehensive evaluation

7 diverse LLM family, Ablation study of Hyperparameters…
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