
◆ Expert Shift Patterns

◆ Results

R2-T2 applied to MoAI-7B compared against 7/8/13B 

VLMs on 8 benchmarks, surpassing a recent 13B VLM.

 

◆ Accuracy Transition Analysis 

This figure illustrates the transition of predictions as 

NGD progresses over ten steps. During Step 0 to Step 

10, a total of 28.12% of incorrect predictions have been 

converted to correct ones.

◆ Method: Test-Time Re-Routing

➢ Neighborhood Gradient Descent estimates the gradient of 𝑟 using the loss function of 

the nearest neighbors in reference set and take gradient steps on 𝑟 to minimize this loss.

➢ Kernel Regression computes a kernel-weighted average Ƹ𝑟 of neighbors’ routing vectors. 

Then interpolate between the original 𝑟 and Ƹ𝑟 , using the binary search to find 𝛼 that 

maximizes model confidence.

➢ Mode Finding identifies the high-density “mode” of neighbors’ routings via a mean-

shift update in the routing-weight space. Iteratively move 𝑟 toward this dense region.
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◆ Introduction
R2-T2 improves expert selection in multimodal Mixture-

of-Experts models by locally optimizing routing weights 

at test time — using nearby successful examples and 

without changing any model parameters. Our key 

contributions are:

➢ Test-Time Re-Routing Framework: We formalize 

adjusting routing outputs at inference via reference 

examples.

➢ Three Optimization Methods: We propose 

Neighborhood Gradient Descent, Kernel Regression, 

and Mode Finding for per-input weight optimization.

➢ Significant Performance Gains: We demonstrate 

consistent, significant gains across eight benchmarks, 

nearing oracle performance without any retraining.
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◆ Reference Set & Experts
Our reference set spans three tasks—visual understanding, 

reasoning, and OCR—and uses six experts:

𝐈𝐀𝐔𝐗 cross-attends visual features to structured CV outputs

𝐈𝐋𝐀𝐍𝐆 aligns visual features with language semantics

𝐈𝐒𝐄𝐋𝐅 preserves spatial detail via self-attention

𝐋𝐀𝐔𝐗 integrates CV outputs into language understanding

𝐋𝐈𝐌𝐆 grounds language in visual context 

𝐋𝐒𝐄𝐋𝐅 ensures coherent text generation.
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