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Problem definition
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X-ray crystallography
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Electron density forward model

Single atom contributes to calculated
electron density at point ¢

Z“”'( dm )Zexp(_4ﬂzllﬁ—xj!\2>
L bz'j‘l‘Bj bij‘|_Bj

= K(¢ - X; Bj) kernel
Output: calculated electron density

Fe(§) = ZK(i — Xj; Bj)

Model fitting: F. =~ F,




Likelihood = forward model

A Given an ensemble, what is the probability of observed ED?

X | |
Fo (| X) = 2 K(€=x;:B;)

*symmetry operators omitted for clarity



NMR Nuclear Overhauser effect spectroscopy
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Likelihood = forward model

Given an ensemble, what is the probability
ﬂ of observed distance constraints?

X
1 2
=3 viol (a Zdw(xw,dwd”)
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D, = {(dwaazj)}
L _ upper bound
lower bound d d (dij)
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Sampling from the posterior

Given the sequence and an experimental observation, give me an ensemble

X ~p(Xq,..., Xyla,y)

J

posterior

X p(y|X1, ..o, Xp) - p(Xy, .., Xna)

likelihood pr'ior

=p(y[X1,..., Xy) - p(Xqla) - - - p(Xnla)
inseparable separable



Gluing everything together
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experimental guidance
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One crystal, two conformations A
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Guiding with NOE constraints

NMR structure 2K52 AlphaFold3
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Thank you!



