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 Contrastive Language-Image Pretraining (CLIP)
• CLIP is a multi-modal model that leverages contrastive learning to process image 

and text data. Compared to traditional models, CLIP has zero-shot capabilities 
without specific task data for training.

• CLIP requires fine-tuning (e.g., prompt tuning) for better performance in the 
downstream tasks.

 Confidence Calibration
• In the classification problem, the maximum output value from the softmax can 

serve as a rough estimate of confidence.
• Confidence calibration ensures that the predicted probabilities reflect the true 

likelihood of correctness.

Motivation & Analysis

 Empirical Study
• We show that current prompt-tuning methods typically lead to a trade-off 

between base and new classes, compromising one of them
• CoOp leads to overconfidence on new classes by increasing the textual 

divergence, while KgCoOp anchors the confidence level by hindering the increase 
of textual divergence. 

 A Close Look in CLIP Regularization
• We analyze the calibration issue from the perspective of gradient conflict.
• As shown in figure above, the gradient conflict distributions for KgCoOp, 

CoPrompt, and PromptSRC are predominantly within the range of [−1, 0], which 
indicates a conflict with the original learning objective.

Method: Dynamic Outlier Regularization Experiment

 Toy Example
• KgCoOp uses a fixed number of base 

classes as the regularization term, we 
progressively replaced these texts with 
textual outliers at varying proportions.

• Outlier-based regularization can break 
the calibration trade-off.

Additional Visualization

 Dynamic Outlier Regularization
• We use WordNet (Miller, 1995) as the database. We select nouns from WordNet that 

do not overlap but share higher level concept relations with the base classes used in 
the fine-tuning.

• DOR minimizes the feature discrepancy of textual outliers between the zero-shot CLIP 
and the fine-tuned CLIP. In each iteration, we randomly sample a batch of textual 
outliers from the constructed set

Using Textual outliers for CLIP Regularization!

Experiment

 Calibration Results across 11 Few-shot Benchmarks
• DOR enhances the calibration of existing prompt-tuning methods.

 DOR modifies the logit distribution and confidence level for better calibration.

 Ablations
• DOR effectively breaks the 

calibration trade-off
• DOR do not rely on the potential 

overlap with new classes

 Base-to-new generalization
• Similar to the evaluation of calibration, a salient observation is that our proposed 

DOR drastically improves base-to-new generalization,  with its accuracy consistently 
outperforming all existing baselines in the harmonic mean of base and new classes.

 Covariate shift generalization
• DOR demonstrates superior accuracy in domain generalization and successfully 

maintains in-distribution performance


