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Motivation

New Censensus on SFT: data quality matters far more than quantity. 

• Superficial Alignment Hypothesis:  LIMA [NeurIPS ’23]

• Empirical Observations: ALPAGASUS [ICLR ’24] , LESS [ICML’24], DS2 [ICLR’25], etc.

Limitation: Even in high-quality samples, patterns or phrases that are 
not task-related can be redundant, uninformative, or even harmful
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Sample-level —> Fine-grained token-level



Token Scoring Mechanism
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Main components: 

• Influence-guided Scoring Function[1]

        Note: A higher score indicates a higher token quality.

• Threshold (empirical value, 60%)

[1] P. W. Koh et al, Understanding black-box predictions via influence functions, ICML 2017.



Token-Cleaning Pipeline
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Figure: Overview of token cleaning pipeline
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Theoretical Analyses: A Noisy Label Perspective

When and why SFT with cleaned tokens outperforms the full tokens?

➢ Depends on two factors:

• Data quality:           -   -- the noise rate of full tokens.

• Data quantity: the number of token M 
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Theoretical Analyses: A Noisy Label Perspective

Conclusion: token cleaning is preferred when the positive impact of reducing noise 
rate outweighs the negative impact of reducing the number of feasible tokens.

Which condition hold if token cleaning works?
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Main Experiments

[1] J. Pang et al, Improving Data Efficiency via Curating LLM-Driven Rating Systems, ICLR 2025.

➢ Experimental Setup

• Base model: LLaMA-3.2-3B, LLaMA-3.1-8B, Mistral-7B-v0.3

• Data Pool: DS2 50k samples[1]

• Selected token proportion: 60%
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Summary

➢ We systematically analyze when and why SFT with the cleaned tokens 
outperforms the full tokens.

➢ Proposed token cleaning pipeline effectively remove uninformative 
tokens while preserving task-relevant information.

➢ Token cleaning pipeline further boost the performance of sample-level 
work.

https://github.com/UCSC-REAL/TokenCleaning

Code
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