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Contributions Our Approach Evaluations
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� We present the novel WorMI framework to enable cross-
domain embodied policy adaptation at test-time, exploring the 
dual-stage model compositionality: world-to-world 
knowledge integration and world-to-reasoning alignment�

� This dual-stage design not only combines the strengths of 
model integration (which embeds a domain-specific model as 
part of the policy) and in-context adaptation (which 
incorporates examples relevant to target domains) but also 
significantly enhances adaptability to unseen domains.

� Linear Projection: matching its dimension to 
that of the reasoning model’s embedding 
spac�

� World-level Cross-attention: quantifying 
the relative importance of each world model’s 
representation, conditioned on the current 
hidden state of the reasoning model�

� Reasoning-level Cross-attention:  after 
obtaining the integrated representation of 
world models via the world-level cross-
attention, we align it to the reasoning model.

Prototype-based world model retrieval: Retrieves and integrates only the most 
relevant world models for the current target domain

World-wise compound attention: Integrates the intermediate representations of 
multiple world models and then align them with the reasoning model
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� WorMI dynamically shifts its focus among the three world 
models as the target domain varies along with different tasks, 
assigning higher attention weights to the model most relevant 
to the current task.
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� Evaluated in VirtualHome and ALFRED environments.

� Cross-domain environment: Various room layouts (Scenes) 
and tasks types (Tasks�

� Performance metric: SR is the Success Rate, and PS is the 
Pending Steps.

� We evaluate the embodied task planning performance, wherein 
each policy is evaluated in a zero-shot and few-shot manner�

� WorMI outperforms LLM-based baselines with 16.2% higher SR 
and 3.77 lower PS in a zero-shot, and 22.87% higher SR and 6.17 
lower PS in a few-shot manner.
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