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Introduction

Diffusion models have achieved great success in generative ML tasks.

Image Generation Audio Synthesis Protein Design

. . . 



Preliminary

The math behind diffusion model (DDPM formulation) is a Markov chain: 

Forward

Noising

Reverse

Denoising

where



Preliminary

Guidance technique is critical for conditional diffusion models.

Classifier guidance (CG): 

Classifier free guidance (CFG): 

Autoguidance (AutoG):

[1] Jonanthan Ho & Tim Salimans, ‘Classifier-Free Diffusion Guidance’. Arxiv, 2022. 

w/o guidance [1] w/ CFG [1]



Preliminary

Original guidance motivation/theory:

=> using score function:

Sample from marginal scaled distributions [1]:

With the following scale factors, recover the equations in previous page.

CG:

CFG:

AutoG:

Problem: Cannot specificy all Rt since

(*)



It implies the noise prediction network should be:

Rectified Gradient Guidance

Theorem 1: To satisfy this scaled goal, we must have a unique set of transition kernels:

where t = 0, 1, …, T and xT = , which determines: 

(*)

Correct formulation w/ joint scaling:



Rectified Gradient Guidance

▪ Present implementation (*) compared with golden (*): off by one term, Rt should be Et.

▪ See our paper for theoretical bounds on the gap between (*) and (*)

▪ Since (*) is only an approximation to (*), is there an even better approximation?



Numerical Results

Class-conditional ImageNet generation

Figure. Pareto Front of FID v.s. IS when sweeping guidance weight. Table. Class-conditional ImageNet generation results 



Numerical Results

Text-to-Image generation on COCO 2017-5k

Figure. Pareto Front of FID v.s. CLIP when sweeping guidance weight. Table. Text-to-Image generation results 



Conclusions

▪ We identify the flaw in present guidance theory for conditional diffusion models.

▪ We propose the correct guidance theory from scaling the joint distribution.

▪ The theory inspired REG method can consistently boost existing guidance methods

▪ At the cost of memory and runtime increasing

Table. Summary of models used in our experiment.

Table. Memory and runtime overhead.
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