
Long-horizon forecasting on ETT
● We evaluate on the long-horizon forecasting benchmark of [4, 1] consisting of  

4 Electricity Transformer Temperature (ETT) datasets with horizon lengths 
ranging from 96-720

● TimesFM-ICF rivals or outperforms all benchmarks, including TimesFM-FT, 
which was explicitly fine-tuned on the evaluation datasets

In-context Fine-tuning for Time-series Foundation Models
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Motivation

● Time-series foundation models trained on hundred of billions of 
time-points consisting of time-series from various domains are 
gaining in popularity (see, e.g., [1-3])

● These models generalize to unseen datasets at inference time, i.e., do 
pretty well zero-shot. 

● However, there are still areas of improvement:
○ Fine-tuning these foundation models on target domain datasets 

can boost performance
○ Fine-tuning breaks the zero-shot paradigm that precisely makes 

these timeseries foundation models so appealing to 
practitioners.

○ There is no clear way to prompt-tune these models 

Goal: Recover the benefits of fine-tuning a time-series foundation 
model by providing examples from a target dataset at inference time

In-Context Examples

● Just like in NLP, we can potentially provide few shot time-series 
examples of other related forecasting tasks, provided the model is 
trained to handle them

Results

OOD Forecasting Benchmark
● We test on an OOD benchmark consisting of 23 datasets where out model, the 

original TimesFM and other foundation models like Chronos are zero-shot

● TimesFM-FT is a very strong bar because it is the base model fine-tuned on the 
training sets of each of these 23 datasets separately and then evaluated. 
TimesFM-ICF matches that without any extra training. Total time taken by 
TimesFM-ICF is significantly less.

Training

● We start from the TimesFM-2.0, a 500M parameter model trained on > 
400B time-points. The training corpus has variety of data sources like 
Wikipedia page visits, Google Trends, Synthetic time-series, and many 
smaller public time-series datasets from various domains including parts 
of LOTSA [1].

● We augment each training example with additional time-series examples 
to improve model performance

Model Architecture

● We group windows of time-series that are either:
○ from the same dataset, or 
○ from the same long time-series as related examples into one context 

i.e similar to packed examples. 

● We maintain chronological order to avoid leakage due to our 
autoregressive decoding training strategy.

● We continue training the original TimesFM model with these packed 
example in decoder-only mode. 
○ Crucially, while predicting the next patch, it can attend to the 

patches in previous time-windows (as well as the current one). 

● We use separator tokens to distinguish windows.

● A lot of this data can be grouped into related 
time-series mostly organized as smaller 
datasets – e.g., PEMSBAY has traffic data from 
related highways under Caltrans.

Ablation 1: Number of In-Context Examples

Ablation 2: Number of In-Context Examples

● Scaled MASE (GM) (+ inference 
time) vs number of in-context 
examples over the short context 
datasets in the OOD Benchmark

● Error decreases with number of 
in-context examples, but 
inference time increases

● Comparison against model 
trained with longer context 
length per window

● More shorter examples can be 
better than fewer long 
examples


