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Statement of 
the Problem

• What is Time Series data?

• What is Self-Supervised Time Series 

Representation Learning?

• How to evaluate this task?

Answers

• Time series data is a sequence of data 
points recorded in chronological order, 
defined by its sequential and temporal 
characteristics.

• This pre-training approach learns 
transferable representations from 
unlabeled time series data by generating 
supervision from the data's own structure.

• This task is evaluated by fine-tuning the 
pre-trained model on downstream tasks, 
such as forecasting and classification.

Questions



• Masked Reconstruction: Excel at learning patterns but can have 

inconsistencies between pre-training and fine-tuning.

• Contrastive Discrimination: Are great for sequence-level distinctions 

but may miss fine-grained temporal details.

• Autoregressive Prediction: Naturally model time flow but tend to overfit 

noise and make an overly simplistic Gaussian distribution assumption.

Motivation

The Problem:
Existing self-supervised methods have limitations:



• Autoregressive Modeling: To capture 

long-term global dynamic evolution.

• Denoising Diffusion Process: To capture 

subtle, fine-grained local evolution.

Core Insight

Our Core Idea:
We unify two powerful generative 
model to learn more transferable 
representations, TimeDART combines:



TimeDART (I) 

Causal Transformer Encoder (Global 
Trend)

• The input time series is divided into non-

overlapping patches.

• A Causal Transformer processes these 
patches, ensuring it only attaches past 

information.



TimeDART (II) 

Patch-level Diffusion and Denoising 
(Local Patterns)

• We independently add noise to each patch.

• A Denoising Decoder then uses the 

contextualized output from the encoder to 
reconstruct the original, clean patch from 

its noisy version. 



TimeDART (III) 

The Self-Supervised Objective

• Our diffusion loss trains the model to 

denoising each patch, guided by the 

autoregressive history.

• We avoid to making an overly simplistic 
Gaussian distribution assumption that the 

pure autoregressive objective has.



Experiments

Experimental Setup

• Evaluated on 9 public datasets for 

forecasting and classification tasks.

• Compared against strong self-supervised 

and supervised baselines.



Experiments

Key Results:

• Forecasting: Achieving state-of-the-art results on 

83.3% of the metrics, with a 6.8% MSE reduction 

over random initialization.

• Classification: Surpassed all baselines, including 
specialized supervised methods, improving 

accuracy by 5.7%.



Analysis
Why does it work?

• Ablation Study: Removing either the autoregressive part or 

the diffusion part causes a major drop in performance, 

proving both are essential.

• Different Backbone: TCN as backbone also works!



Analysis
Deeper analysis:

• Few-Shot: Fine-tuned on only 10% of data, TimeDART beats 

supervised models trained on 100% of the data.

• Linear Probing: Just training a linear head on top of the 

frozen pre-trained encoder also yields strong results, 
confirming the high quality of the learned representations.

• Handles Extended-Length Inputs: TimeDART is pre-trained 

to handle noise, so its performance consistently improves 

with longer look-back windows, unlike methods that struggle 

with the noise in longer series.



Conclusion
• We introduce TimeDART. A novel SSL framework that 

unifies autoregressive modeling and denoising 

diffusion process.

• It effectively captures both global trends and local 

patterns.
• It establishes a new state-of-the-art and learns 

highly data-efficient representations.



Q&A Session

Thank you for listening!
My Github TimeDART Code


