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Motivation

High resolution (≥256x256) image generation relies on Latent Diffusion (SD3, Flux, 

Imagen3, DALLE-3)

Image modeling in the RGB space vs. images are stored in a compressed form 

(DCT, DEFLATE) 

Can we perform image modeling in a (near) lossless compression space ? → DCT space

                  
                     



JPEG

UViT / DiT

Architecture of DCTdiff

2x compression

further compression



Low-resolution (from 32x32 to 128x128)

High-resolution (256x256, 512x512) Less training cost

Results (faster & better)

23% cost



Generative tasks:

• RGB: which pixel is more important than another pixel ？

• DCT: low-frequency signal contributes more to the image quality than a high-frequency signal

Discriminative tasks

• DCT:

• High frequencies (medical image analysis, forgery detection)

• Low frequencies (scene recognition, action recognition)

reweigting

Property: Frequency Prioritization 



Property: Significant Compression

Generative tasks

• DCT enables flexible and domain-agnostic compression

• rFID = 0.5 as near lossless compression

• 4x compression on 256*256

• 7x compression on 512*512

Discriminative tasks

• Higher compression is possible



Property: Image Diffusion Is Spectral Autoregression
We provide a formal proof:



Takeaways

• Image modeling in the DCT space is efficient (512x512 generation without VAE)

• DCT space is underexplored, and has promising directions

• Spectral bias in NN

• Image → Video 

• Representation learning (MIM)

• Network architecture (MoE)

Samples generated by DCTdiff trained on AFHQ 512×512
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