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The era of foundation models 

 The scaling law has facilitated the rise of foundation models with ever-

growing capabilities and sizes.

[1] Jared Kaplan et al., Scaling Laws for Neural Language Models. Arxiv 2020

Scaling laws Model size scales exponentially

The test loss scales as a power-law with model
size, dataset size, and the amount of training
computation
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The challenge of scaling laws

As model sizes grow, compute capacity and cost-efficiency can no longer

keep pace, making lightweight and on-device deployment essential

Powerful GPU

Cost-effective 
GPU

consumer-grade
GPU

RTX 5090

RTX 5060

$0.3k, 
8GB VRAM

$2k, 
32GB VRAM

$30k+, 
140GB VRAMH200

Model Total Para. VRAM (FP16) VRAM (4-bit)

GPT-4 (Est.) ~1T 2–4 TB N/A

Qwen3-235B

(MoE)
235B ~44 GB ~11 GB

LLaMA-70B 70B ~140 GB ~35 GB

Qwen3-32B 32B ~64 GB ~16 GB

LLaMA-7B 7B ~14 GB ~3.5 GB

Most real-world GPUs fall far short of the memory needed to serve large models
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Knowledge Distillation (KD) 

 Knowledge distillation has been a common practice to achieve cost-

efficient model inference 

DeepSeek-R1 technical report Qwen3 technical report



Knowledge Distillation  Distribution Matching

 Let the student distribution to imitate the teacher distribution

 Minimize a pre-defined divergence measure between their output

distributions

Teacher Student

Teacher
distribution

Student
distribution

Distr. 
matching

How to find a proper divergence ?

student's 
performance

distribution
divergence
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 Two basic divergence measures

• Forward Kullback-Leibler divergence (FKLD)

• Reverse Kullback-Leibler divergence (RKLD)

Which one should we choose?

Asymmetric！
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Knowledge Distillation  Divergence



Result: F/RKLD automatically tunes the mass reallocation rate, but with

different direction!

 Tool: keep track of the probability mass change in each gradient update step

How the Teacher Guides the Student

[2] Yi Ren, Danica J. Sutherland, Learning Dynamics of LLM Finetuning. ICLR 2025
[3] Fahim Tajwar, Anikait Singh, et al. Preference Fine-Tuning of LLMs Should Leverage Suboptimal, On-Policy Data. ICML 2024

Will F/RKLD necessarily provide a more reliable student distribution?

the reallocation rate

reallocation speed provide information of mass competition among class channels
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The updates induced by FKLD and RKLD within one gradient :

 (FKLD, conservative)

 (RKLD, aggressive)

 FKLD and RKLD as Two Extreme Cases (inspired by Tajwar et al. 2024)

Proposition 1. （Tajwar et al. 2024 ）

• FKLD causes the student to treat all mismatches equally

• RKLD emphasizes errors from the target class and suppress others

[3] Fahim Tajwar, Anikait Singh, et al. Preference Fine-Tuning of LLMs Should Leverage Suboptimal, On-Policy Data. ICML 2024 8

How the Teacher Guides the Student   F/RKLD

Confidence 
Concentration

Hardness 
Concentration



Since Teacher might be wrong, 

student should learn with a proper rate!

Key Idea

Divergence

𝜶,𝜷-div

𝜶-div

FKLD，RKLD
one-parameter
interpolation

two-parameter
interpolation

Our Idea: 

Find interpolations
between the dynamics of 
FKLD and RKLD 
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 Sdsada

 dsadsadsa

α-Divergence: one-parameter interpolation

Introduce one trade-off parameter to interpolate between the 
dynamics of  FKLD and RKLD

Definition 1 (α-divergence).

Consider                    ，the 𝛼-divergence of two distributions is given by:

10



α-Divergence: one-parameter interpolation

Proposition 2. 

The updates induced by α-divergence within one gradient step are given by:
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sum-to-one -> increase one means reduce the other

 (FKLD, conservative)

 (RKLD, aggressive)



α-β Divergence: two-parameter interpolation

 When , becomes the α-divergence.

 When , becomes the β-divergence.

Introduce two trade-off parameters separately 

Definition 2 (α-β-divergence).

Consider 𝛼 and 𝛽 ∈ ℝ, satisfying 𝛼 + 𝛽 ≠ 0, the 𝛼 − 𝛽-divergence of two distributions

is given by:
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ABKD: The Proposed Method

Proposition 2. 

The updates induced by α-β-divergence within one gradient step are given by:

𝛼, 𝛽 controls hardness and confidence concentration separately
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 (FKLD, conservative)

 (RKLD, aggressive)



 Hyperparameter tuning guidelines
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ABKD: The Proposed Method

Let 𝑞𝑡 denote the student distribution before a gradient update. The 𝛼-𝛽-divergence

induces the following trends in the probability mass update of the student 𝑞𝑡 under

different parameter settings:

1. The 𝛼-𝛽-divergence more aggressively reallocates probability mass across classes

as α decreases.

2. The 𝛼-𝛽-divergence becomes more (less) preferential in focusing the error on

classes with higher student confidence as 𝛽 increases (decreases).

Theorem 1 (Informal).

• Smaller α help escape local optima and facilitates faster convergence when
distributions are far apart .

• Smaller β encourage learning from non-target class in higher-dimensional output
distribution.



 The goal of ABKD is to find a global minimum of the following objective

ABKD: The Proposed Method

A
B
K
D

Teacher Student

A proper 
distribution

mass
reallocation

distillation

Hardness-confidence Surface

flat

sharp

cross entropy loss distillation loss

O
b
j.
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ABKD is insensitive to extreme modes

ABKD avoids the vanishing gradient when the distributions are far apart

When              and                  When               and                  
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Further Discussion Benefits of ABKD



 Sensitivity Analysis
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Smaller α aggressively reallocates probabilities, 
key for high-dimensional, distant distributions.

Smaller β focus more on matching the soft label 
information, leading to smoother distributions

Experiments    How to Tune 𝜶,𝜷



 Image Classification

 Instruction-Following
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Large α and Small β suffice for some tasks with low-dimensional 
output distributions (e.g., simple image classification).

Small α and Large β are crucial for some tasks with high-
dimensional output distributions (e.g., instruction-following).

Experiments    How to Tune 𝜶,𝜷



 Task-agnostic instruction-following tasks
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• Distillation can outperform SFT,
but relies heavily on well-chosen
objectives (KD on Unnatural).

• Our method surpasses KD and SFT
across datasets by only modifying
the final distillation loss.

• Outperforms or matches SGO-
based methods (MINILLM, GKD,
DISTILLM), especially on Super-
Natural and Unnatural.

Experiments    Instruction-Following GPT-2 XL



 Efficiency Comparison & Effects of SGO
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Experiments    Instruction-Following GPT-2 XL



 Task-agnostic instruction-following
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ABKD refines only the final distillation loss yet outperforms baselines 
in OpenLLaMA2-7B → 3B, with ROUGE-L gains of 0.65–3.26%.

Experiments    Instruction-Following OpenLLaMA2



 Mathematical reasoning task
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ABKD applies a simple FKLD calibration, boosting pass@1 by 1.1% on average in 
Qwen2.5-Math-7B → 1.5B, with strong gains on GSM8K and GAOKAO 2023 En.

Experiments    Mathematical Reasoning Qwen 2.5



 Effects of Loss Functions
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The α-β-divergence, as a unified and theoretically supported optimization goal, 
performs better than previous baselines.

Experiments    Divergence Choice Matters



 Image Classification

Experiments
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Conclusions

 Theoretically: identify the limitations of FKLD and RKLD via hardness

and confidence concentration effects and show that α-β-divergence flexibly

balances the two.

Methodologically: introduce ABKD, a unified and extensible framework

covering FKLD, RKLD, and other unexplored divergences.

 Empirically: extensive experiments on NLP and vision tasks demonstrate

ABKD’s effectiveness across diverse teacher-student settings.
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