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Update  by training on the groundtruth labeled 
and pseudolabeled data.

ĥ

Model-predicted labels are called pseudolabels.

Pseudolabel selected unlabeled points using . ĥ

(Selection based on model’s confidence)

Train a model  on groundtruth labeled data.ĥ

Idea

Using groundtruth and pseudolabeled data 
better model can be learned.

Optimal 
model h⋆

Learned 
model ĥ
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Pseudolabeling-based methods (self-training) are simple, popular and actively researched.
Scudder, 1965; Blum & Mitchell, 1998; Rosenberg et al., 2005; Lee, 2013; Oymak & Gulcu, 2020; Amini et al., 2023 

Train a model  on groundtruth labeled data.ĥ

Update  by training on the groundtruth labeled 
and pseudolabeled data.

ĥ

Model-predicted labels are called pseudolabels.

Pseudolabel selected unlabeled points using . ĥ

(Selection based on model’s confidence)

Idea
Quality and quantity of 

pseudolabeled data

Learning curve (speed)  
Test accuracy of the end model. 

Pseudolabeling-based Semi-supervised Learning (SSL)
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Common Selection (Pseudolabeling) Strategy
Pseudolabel points having confidence score above a certain threshold.

Softmax Score
Multi-class setting

0.06 0.02 0.90.02

1 2 30

3 0.9

Confidence Score

Predicted label/class

Confidence in predictions of 
the classifier

Depends on but drop it for convenience

Confidence 
Function

: classes.k

Single global threshold  t

Class-wise thresholds

Thresholds for each of the k-classes. 

Threshold for class 
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Pseudolabeling Coverage and Error

Selection Function
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Pseudolabeling Coverage and Error

Selection Function

Pseudolabeling Coverage 
Fraction of selected (psuedolabeled) points

Pseudolabeling Error 
Fraction of psuedolabeled points with 

incorrect label
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Pseudolabeling-based methods are popular choice and actively researched.
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Train a model  on groundtruth labeled data.ĥ

Pseudolabel selected unlabeled points using . ĥ

Update  by training on the groundtruth labeled 
and pseudolabeled data.

ĥ

(Selection based on model’s confidence)

Prior work 
Model’s softmax scores  

Fixed or heuristic based thresholds 
e.g. Fixmatch (Sohn et al, 2020) , Flexmatch (Zhang et al. 2022), etc.

Calibrated Confidence scores  
(Loh et al. 2024, Mishra et al. 2024)

Low coverage or high 
pseudolabeling errors

 Bad models or very slow learning 
 ~Million training iterations.
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Our Work
Introduce principled choices for confidence scores and thresholding.

Train a model  on groundtruth labeled data.ĥ

Pseudolabel selected unlabeled points using . ĥ

Update  by training on the groundtruth labeled 
and pseudolabeled data.

ĥ

(Selection based on model’s confidence)

 Our work 
 

Learnable confidence scores and thresholds 
maximizing coverage at 

 target pseudolabeling error

Better coverage and error trade-off

Better model and lesser training 
iterations
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Solve it using gradient-based methods SGD, Adam etc.
Smooth surrogates for coverage and error.

We adapt the approach to learn scores and 
thresholds from a prior work on automated 

data labeling [1].

[1]  Pearls from Pebbles: ImPearls from Pebbles: Improved Confidence Functions for Auto-labeling, Vishwakarma et al., NeurIPS, 2024

Ensures the error constraint 
 is strictly maintained

Re-estimate the thresholds  
using another part of validation data

Adapt existing pseudolabeling methods to use      and     in the selection function.

In any round, given the classifier 

a) Give maximum coverage  
b) Ensure pseudolabeling error 

We want to find function       and 
thresholds      that can, 
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Adapt with our scores and thresholds

Adaptations with MR (Mishra et al., 2024) and BaM (Loh 

et al., 2023) designed to promote calibrated scores

Base methods 
 Fixmatch (Sohn et al., 2024)  and Freematch (Wang et al., 2023) 

With our scores and thresholds, the base methods 
achieve higher accuracy at the same training time cost.

Equalize the number of training iterations 
to maintain parity in overall training time



Adaptations with learned scores and thresholds help in 
attaining higher test accuracy earlier
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• Our work introduced principled choices for confidence scores and thresholds in 
pseudolabeling-based SSL.

• It relies on validation data to learn the scores and thresholds, 
which can be a bottleneck in practical deployments.

• Reduce the requirements of validation data

• Data augmentation or generative AI to get more validation samples from small initial pool.

• Carefully use the noisy pseudolabeled data to learn the scores and thresholds.
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Thank You!

hvishwakarma@cs.wisc.edu   

yi.chen@wisc.edu

Contact

mailto:hvishwakarma@cs.wisc.edu
mailto:yi.chen@wisc.edu
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