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2. Latent Based Detection

4. Experimental Evaluation
Task: Detect a novel transition as soon as the agent experiences it, while minimizing false positives.
Techniques: KL Bound (Latent Based), RIQN (Ensemble Based), PP-MARE (Observation Based).
Results: Agents can utilize world models to detect novel transitions at a more effective rate than previous methods.

The normalized anomaly score trend of 
each detection method as the episode 

progresses in the nominal
environment.

World Model based detection 
improves the speed and 

minimizes the average false 
positive rate.

1.Problem Statement
Reinforcement learning (RL) using world models has found significant recent successes. 
However, when a sudden change to world mechanics or properties occurs then agent 
performance and reliability can dramatically decline.

Our technique calculates a novelty threshold bound without additional hyperparameters by considering 
how much the actual world observation deviates from the distribution of world observations that the 
agent predicts it will encounter.

3. Observation based 
Detection

Left: Evaluation scores of AUC and Average Delay 
Error (ADE) on Minigrid and Atari environments

Right: Evaluation scores of AUC and Average Delay 
Error (ADE) on DeepMind Control environments.

1. Measure the cross-entropy score comparison and 
derive in terms of KL to use world model components:

2. Derive a bound using the minimization objective 
of the world model as an anomaly score:

World Model Architecture:  

Derive a bound from difference in 
pixel values compared to tuned 
hyperparameter λ:

Note, the prior and posterior images 
are generated without providing the 
ground truth,     , as input
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